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What’s new

November 6, 2024

Cumulative Update 10 (CU10) is the latest release of the Citrix Provisioning 1912 LTSR. CU9 adds 1 fix
compared to the 1912 CU9 of Citrix Provisioning.

Support for VMware vSAN 8.0

Citrix Provisioning supports VMware vSAN 8.0. You can upgrade your existing vSAN environment to
vSAN 8.0 in Citrix Provisioning deployment.

Cumulative Update 10 (CU10)

November 22, 2024

Release date: November 22, 2024

About this release

CU10 adds 1 fix compared to the 1912 CU9 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 9 (CU9)

Citrix Provisioning 1912 LTSR Cumulative Update 8 (CU8)

Citrix Provisioning 1912 LTSR Cumulative Update 7 (CU7)

Citrix Provisioning 1912 LTSR Cumulative Update 6 (CU6)

Citrix Provisioning 1912 LTSR Cumulative Update 5 (CU5)

Citrix Provisioning 1912 LTSR Cumulative Update 4 (CU4)

Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates
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Fixed issues in 1912 LTSR CU10

September 7, 2025

Citrix Provisioning™ 1912 CU10

Compared to: Provisioning 1912 LTSR CU9

Citrix Provisioning1912LTSRCU10contains all fixes included in the1912LTSR initial release, CU1, CU2,
CU3, CU4, CU5, CU6, CU7, CU8, CU9 plus the following new fix:

Citrix Provisioning server issues

• After upgrading fromPVS version 1912 CU7 to CU9, some physical Dell target devices with BIOS‑
embedded licensesmay encounter licensing issues. Deviceswithout embedded licenses donot
experience this problem. [CVADHELP‑26095]

Cumulative Update 9 (CU9)

April 30, 2024

Release date: April 30, 2024

About this release

CU8 adds 1 fix compared to the 1912 CU9 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 8 (CU8)

Citrix Provisioning 1912 LTSR Cumulative Update 7 (CU7)

Citrix Provisioning 1912 LTSR Cumulative Update 6 (CU6)

Citrix Provisioning 1912 LTSR Cumulative Update 5 (CU5)

Citrix Provisioning 1912 LTSR Cumulative Update 4 (CU4)

Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)
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Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU9

September 7, 2025

Citrix Provisioning 1912 CU9 (1912.80.iso)

Compared to: Provisioning 1912 LTSR CU8

Citrix Provisioning™ 1912 LTSR CU9 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, CU3, CU4, CU5, CU6, CU7, CU8 plus the following new fix:

Citrix Provisioning server issues

• For certain PVS server IP address ranges, the PVS API fails to provision the target devices.
[CVADHELP‑24002]

Cumulative Update 8 (CU8)

September 7, 2025

Release date: October 30, 2023

About this release

CU8 adds six fixes compared to the 1912 CU7 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 7 (CU7)

Citrix Provisioning 1912 LTSR Cumulative Update 6 (CU6)

Citrix Provisioning 1912 LTSR Cumulative Update 5 (CU5)

Citrix Provisioning 1912 LTSR Cumulative Update 4 (CU4)
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Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU8

September 7, 2025

Citrix Provisioning 1912 CU8 (1912.80.iso)

Compared to: Provisioning 1912 LTSR CU7

Citrix Provisioning™ 1912 LTSR CU8 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, CU3, CU4, CU5, CU6, CU7, plus the following, new fixes:

Citrix Provisioning server issues

• Citrix Provisioning Stream Service might not automatically recover access to vDisk on a UNC
share after the connection to the UNC share is interrupted. [CVADHELP‑18537]

• When you attempt to boot a target device to themaintenance version, this errormessagemight
appear on the target console:

ERROR 4: No servers available for vDisk

[CVADHELP‑22056]

• Selecting the target rebalance optionmight not result in balanced client connections across all
servers. [CVADHELP‑22237]

• With this fix, the license requirements are updated to enable telemetry uploads. Formore infor‑
mation, see Update licenses to enable telemetry uploads. [CVADHELP‑22664]
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Citrix Provisioning target issues

• Attempts to install the Provisioning Services Target Device software might fail. [CVADHELP‑
22737]

• When a UEFI target device uses a BDM ISOwith static IP assignment, the target devicemight be
assigned two IP addresses, the static IP and the IP address from the master target. As a result,
applications running on the target might crash. [CVADHELP‑22862]

Cumulative Update 7 (CU7)

September 7, 2025

Release date: April 11, 2023

About this release

CU7 adds two fixes compared to the 1912 CU6 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 6 (CU6)

Citrix Provisioning 1912 LTSR Cumulative Update 5 (CU5)

Citrix Provisioning 1912 LTSR Cumulative Update 4 (CU4)

Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU7

September 7, 2025
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Citrix Provisioning 1912 CU7 (1912.37.iso)

Compared to: Provisioning 1912 LTSR CU6

Citrix Provisioning™ 1912 LTSR CU7 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, CU3, CU4, CU5, CU6, plus the following, new fixes:

Citrix Provisioning server issues

• When you unselect the PVS‑Accelerator option in the hosting connection of the Provisioning
Services Console, this error message might appear:

The index was out of range. It must not be negative and smaller than the collection. Pa‑
rameter name:

The issue occurs when the auditing option is enabled.

[CVADHELP‑21231]

Citrix Provisioning target issues

• The value set in the registry todisableNTFSLast Access TimeStampupdates by the client Target
Device Optimizer might be incorrect for different versions of Windows. [CVADHELP‑19183]

Cumulative Update 6 (CU6)

September 7, 2025

Release date: November 17, 2022

About this release

CU6 adds 15 fixes compared to the 1912 CU5 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 5 (CU5)

Citrix Provisioning 1912 LTSR Cumulative Update 4 (CU4)

Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

© 1997–2025 Citrix Systems, Inc. All rights reserved. 11
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Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU6

September 13, 2025

Citrix Provisioning 1912 CU6 (1912.31.iso)

Compared to: Provisioning 1912 LTSR CU5

Citrix Provisioning™ 1912 LTSR CU6 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, CU3, CU4, CU5, plus the following, new fixes:

Citrix Provisioning console issues

• Adding machines to an existing device collection using the Citrix Virtual Apps and Desktops™
Setup wizard in Provisioning Services and adding machines to existing machine catalogs
to the Delivery Controller might fail when the device collection has more than 250 devices.
[CVADHELP‑19611]

• When using the Citrix Virtual Apps and Desktops Setup wizard in Citrix Cloud using Citrix Provi‑
sioning API, target devices fail to create with an error message Error: Index was out of range
whenwe try to add PVS VDA to the Catalog. [CVADHELP‑19659]

• The versioning interface might be accessible when Asynchronous I/O is selected and vDisk is in
private mode instead of standard mode. [CVADHELP‑20500]

Citrix Provisioning server issues

• The Citrix Provisioning Console fails to display connected devices with an error message
The maximum message size quota for incoming messages (594244) has been ex‑
ceeded.[CVADHELP‑18606]

• When you use SQL Server Availability Group with nodes in different subnets, Citrix Provision‑
ing Server might fail to establish a connection with the database after you restart the server or
restart Stream Service. [CVADHELP‑19294]
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• When you use Berkley International Naming Domain (BIND) 9.11.4 or later as the DNS server,
attempts to start a Unified Extensible Firmware Interface (UEFI) target device might fail.
[CVADHELP‑19341]

• Adding machines to an existing device collection using the Citrix Virtual Apps and Desktops
Setup wizard in Provisioning Services and adding machines to existing machine catalogs to
the Delivery Controller™ might fail when the device collection has more than 250 devices.
[CVADHELP‑19611]

• Citrix Provisioning servermight not recognize available valid licenses for target devices if any of
the licenses in the license server is expired or corrupt. [CVADHELP‑19711]

• After upgrading Citrix Provisioning from version 1912 LTSR CU5 to version 2109 or higher, Citrix
Virtual Apps and Desktops Setup Wizard might fail to create devices. [CVADHELP‑19788]

• Attempts to updateBootDeviceManager (BDM) on the ESX servermight fail. [CVADHELP‑19955]

Citrix Provisioning target device issues

• Insufficient resourcesmight cause transient errors resulting in Citrix Provisioning target devices
becoming unresponsive. [CVADHELP‑18197, CVADHELP‑18236]

• Citrix Provisioning target devices version 2106might become unresponsive four days (96 hours
and 5minutes) after the device license becomes invalid. This error message appears:

No device license is currently available for this computer. A system shutdown will be ini‑
tiated in 96 hours. To avoid loss of data, save your work now and close all applications.

This issue might be caused due to the problem covered by Fix CVADHELP‑19711.

[CVADHELP‑18722]

• Target devices using async‑IO vDisk crash after you rebalance or reconnect. [CVADHELP‑19817]

Cumulative Update 5 (CU5)

September 7, 2025

Release date: March 09, 2022

About this release

CU5 adds nine fixes compared to the 1912 CU4 release of Citrix Provisioning.
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Citrix Provisioning 1912 LTSR Cumulative Update 4 (CU4)

Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU5

September 7, 2025

Citrix Provisioning 1912 CU5 (1912.0.19)

Compared to: Provisioning 1912 LTSR CU4

Citrix Provisioning™ 1912 LTSR CU5 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, CU3, CU4, plus the following, new fixes:

Citrix Provisioning console issues

• Adding virtual devices to an existing physical machine catalog using Citrix Provisioning Devices
Export Wizard on Citrix Cloud™might fail with the following error message:

No devices found to export

[CVADHELP‑18972]

Citrix Provisioning server issues

• Promoting a vDisk in a 4K sharewith the KeyManagement Server or the Cached secrets cleanup
option enabled, causes the vDisk to get corrupted. As a result, the target devices experience a
fatal exception and display a blue screen when you boot the new version of vDisk. [CVADHELP‑
18442]
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• Removingormarkingdown twovDisks in theCitrixProvisioningConsole fails,withanerrormes‑
sage A database error occurred. This error condition appears when you convert a character
string to an unique identifier. [CVADHELP‑18484]

• The stream process stalls. This issue occurs in environments where the SNMP server randomly
sends a request packet, containing no data, to stream process ports. [CVADHELP‑18600]

• The VHDX bitmap lookup might be incorrect and might cause differencing VHDX corruption.
[CVADHELP‑19217]

• When you use SQL Server Availability Group with nodes in different subnets, Citrix Provision‑
ing Server might fail to establish a connection with the database after you restart the server or
restart Stream Service. [CVADHELP‑19294]

Citrix Provisioning target device issues

• Upgrading toCitrix Provisioning version 1912 fromversion 7.15 CU7onWindows 10 1809breaks
global policy settings. [CVADHELP‑18104]

• This fix supports lengthy passwords on Streaming Linux Target devices. [CVADHELP‑18886]

• When Maximum Transmission Unit (MTU) is small, the Active Directory password generated us‑
ing the net ads changetrustpw command might be long. This results in an incorrect domain
password. This fix adds support to the type, length, value (TLV) information elements that
request for data longer than the MTU. [CVADHELP‑18891]

• The VHDX bitmap lookup might be incorrect and might cause differencing VHDX corruption.
[CVADHELP‑19217]

Cumulative Update 4 (CU4)

September 7, 2025

Release date: November 03, 2021

About this release

CU4 adds four fixes compared to the 1912 CU3 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 3 (CU3)

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)
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Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU4

September 7, 2025

Citrix Provisioning 1912 CU4 (1912.0.13)

Compared to: Provisioning 1912 LTSR CU3

Citrix Provisioning™ 1912 LTSR CU4 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, CU3, plus the following, new fixes:

Citrix Provisioning server issues

• The stream process (StreamProcess.exe) might fail to recover from hung threads. [CVADHELP‑
15775]

• On Citrix Provisioning LTSR 1912 CU1 servers, CPU consumption is 90% or more. [CVADHELP‑
16495]

• WhenaUEFI target device fails over and connects to aCitrix Provisioning server, AutoRebalance
no longer works. [CVADHELP‑16929]

• The Citrix Provisioning Console freezes when the default path for a store is blank. [CVADHELP‑
17125]

Cumulative Update 3 (CU3)

September 7, 2025

Release date: May 12, 2021
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About this release

CU3 adds 12 fixes compared to the 1912 CU2 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 2 (CU2)

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU3

September 7, 2025

Citrix Provisioning 1912 CU3 (1912.0.13)

Compared to: Provisioning 1912 LTSR CU2

Citrix Provisioning™ 1912 LTSR CU3 contains all fixes included in the 1912 LTSR initial release, CU1,
CU2, plus the following, new fixes:

Citrix Provisioning console issues

• In the Citrix Provisioning console, attempts to copy and paste target device properties by using
a mouse might fail. [CVADHELP‑15568]

• In large VMware deployments, the Export Devices Wizard might take longer than expected to
filter the compatible devices. [CVADHELP‑16996]

Citrix Provisioning server issues

• VDAs fail to start in scenarios where DNS name resolution and BDM are used with Infoblox DNS
and DHCP. [CVADHELP‑15724]

• Changes to scheduled updates youmake through vDisk UpdateManagement do not take effect
until you restart the Citrix PVS Soap Server service. [CVADHELP‑16410]
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• The Citrix Provisioning virtual disk might be forced to reconnect intermittently by the server.
[CVADHELP‑16457]

• After upgrading Citrix Provisioning Services from version 7.15 LTSR to version 1912 LTSR CU2,
theavailablenetwork interfacesmightbemissing fromtheTFTPconfiguration tool (Tftpcpl.cpl).
[CVADHELP‑16888]

• Attempts to merge the vDisk versions to a base image might fail causing this error message to
appear:

The parameter is incorrect. Error number 0xE00000057.

[CVADHELP‑16921]

• In large VMware deployments, the Export Devices Wizard might take longer than expected to
filter the compatible devices. [CVADHELP‑16996]

Citrix Provisioning target device issues

• The PVS Device Service (BNDevice.exe) might consume a high percentage of CPU usage.
[CVADHELP‑14870]

• When you configureUEFI PXEwithDHCPOption 17 througha customport, a target devicemight
fail to start. [CVADHELP‑16036]

• Enabling Asynchronous I/O for a vDiskmight cause the target device failover to fail. [CVADHELP‑
16717]

• When you upgrade or install the Provisioning Services target drivers into a platform layer, the
Scriptvalueunder the registrykeyHKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Group
Policy\Scripts\Startup might be incorrectly set to C:\Program Files\Citrix\Provisioning Ser‑
vices\CPVOfficeActivation.cmd. As a workaround, you must manually run the command
c:\windows\setup\scripts\kmsdir\gposetup.cmd. [CVADHELP‑16994]

• With this fix, multiple partitions frommultiple hard disks can be combined to create a vDisk in
a BIOS VM. [CVADHELP‑17404]

Cumulative Update 2 (CU2)

September 7, 2025

Release date: November 19, 2020
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About this release

CU2 adds 17 fixes compared to the 1912 CU1 release of Citrix Provisioning.

Citrix Provisioning 1912 LTSR Cumulative Update 1 (CU1)

Citrix Provisioning 1912 LTSR (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU2

September 7, 2025

Citrix Provisioning 1912 CU2 (1912.0.7)

Compared to: Provisioning 1912 LTSR CU1

Citrix Provisioning™ 1912 LTSR CU2 contains all fixes included in the 1912 LTSR initial release, CU1,
plus the following, new fixes:

Citrix Provisioning console issues

• In the Citrix Provisioning console, attempts to copy and paste the target device properties by
using a mouse might fail. [CVADHELP‑13361]

• Attempts to create virtualmachines using the XenDesktop® setupwizardmight fail. [CVADHELP‑
13752]

• The XenDesktop setupwizardmight fail with an errorwhen theMicrosoft SCVMM server and the
Hyper‑V cluster are present on different domains. [CVADHELP‑13762]

Citrix Provisioning server issues

• In amulti‑homed PVS server environment, attempts to download the tsbbdm.bin filemight fail.
[CVADHELP‑13948]

• When you use a PowerShell command to create a bootable ISO file (boot.iso), the option to set
thenetwork interface indexmightnotbepresent in theBDMPowershellSDK. [CVADHELP‑14362]
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• Debug logs associated with target devices are not included in Always‑on Tracing (AOT) or CDF
traces sent to the Citrix Provisioning server. [CVADHELP‑14829]

• You cannot view theFarm is already configuredoptionwhen you run theConfigurationwizard.
The issue occurs after you upgrade Provisioning Services. [CVADHELP‑14860]

• Attempts to open the Provisioning Services Console after restarting the Provisioning Server
might fail with this error message:

An unexpected MAPI error occurred

[CVADHELP‑15141]

• Target devices cannot start correctly and as a result keep on restarting. [CVADHELP‑15144]

• When you configure the Streamprocess parameters using the StreamProcess.cfg file, the
stream process (StreamProcess.exe) might fail to start. [CVADHELP‑15295]

• The TFTP service configured on a Provisioning Server might consume high memory.
[CVADHELP‑15299]

• With this fix, Citrix Provisioning target devices can be installed using Microsoft System Center
Configuration Manager (SCCM). [CVADHELP‑15590]

• With this fix, Citrix Provisioning adds NVMe controller support for target devices using ESX. The
presence of the controller is determined on the Citrix Virtual Apps and Desktops™ SetupWizard
template. It is used when creating the write cache disk and the BDM disk. For BDM Update
scenarios, Citrix Provisioning determines whether the controller exists on the provisioned VM
and then updates the disk using the controller. [CVADHELP‑15788]

Citrix Provisioning target device issues

• Attempts to reverse image a virtual disk to a UEFI machine’s local hard disk or solid‑state drive
might fail with this error message:
The destination disk is too small.

[CVADHELP‑13290]

• The imaging wizard and P2pvs cannot fully image UEFI windows if the partition layout is cus‑
tomized. [CVADHELP‑14553]

• Attempts to migrate a target device set to Cache in Device RAM with overflow on hard disk
and Asynchronous IO might fail. The device experiences a fatal exception and displays a blue
screen. [CVADHELP‑15039]

• With this fix, Citrix Provisioning target devices can be installed using Microsoft System Center
Configuration Manager (SCCM). [CVADHELP‑15590]
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• This fix changes the value of the DefaultInstall parameter. You can now use Microsoft System
Center Configuration Manager (SCCM) to install the Machine Creation Services I/O (MCSIO) un‑
der a system account. [CVADHELP‑15593]

Cumulative Update 1 (CU1)

September 7, 2025

Release date: May 7, 2020

About this release

Citrix Provisioning™ 1912 LTSR Cumulative Update 1 (CU1) fixes two issues reported since the initial
release of the 1912 LTSR. It also includes support for Microsoft SQL Server 2019.

Citrix Provisioning (initial release)

Known issues in this release

Deprecation and removals

Citrix Product Subscription Advantage Eligibility Dates

Fixed issues in 1912 LTSR CU1

September 7, 2025

Citrix Provisioning 1912 CU1 (1912.0.1)

Compared to: Provisioning Services 1912 LTSR initial release

Provisioning Services 1912 LTSR CU1 contains all fixes included in the 1912 LTSR initial release, plus
the following, new fixes:

Citrix Provisioning™ server issues

• Adding a machine resource using Studio results in an error message indicating that the provi‑
sioning server cannot connect to the specified port number. [CVADHELP‑13348]
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Citrix Provisioning target device issues

• TheWMIprovider reports thewrongversion for the targetdevicewhenexecuting thePowerShell
command ‘Get‑WMIObject ‑namespace “root/citrix/pvs”‑class PVS_Target‘. [CVADHELP‑14323]

What’s new

September 13, 2025

This release of Citrix Provisioning includes the enhancements described in the following sections. It
also includes several fixes for issues seen in past releases, and new known issues that we’ve identi‑
fied.

Important:

Use themost recent versionof theCitrix License Server to receive the latest provisioning features.
If you are upgrading Citrix Provisioning to the newest version, the latest License Server version
is required. When you do not upgrade to the latest version of the License Server, the product
license enters the 30‑day License caching mode. For more information, see Licensing.

Support for VMware Cloud on AWS

Citrix Provisioning adds support for VMware Cloud onAWSenvironments using Citrix Virtual Apps and
Desktops™ Service.

Support for Microsoft SQL 2017

Citrix Provisioning™ adds support for Microsoft SQL Server 2017.

Removed support for 32‑bit Provisioning Console

Citrix Provisioning supports Citrix Hypervisor 8.1 functionality, guestUEFI boot, and secure boot. This
functionality enables VMs running Windows 10 (64‑bit), Windows Server 2016 (64‑bit), or Windows
Server 2019 (64‑bit) toboot inUEFImode. UEFI bootprovides a richer interface for theguest operating
systems to interact with the hardware, which can significantly reduce Windows VM boot times. See
the Citrix Hypervisor documentation for more information.
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Provisioning server performance updates

This release of Citrix Provisioning introduces updates to provisioning server performance statistics.
These statistics allow other Citrix applications to determine the state of provisioned servers by intro‑
ducing a performance counter provider that generates dynamic information about the provisioning
server.

Note:

Citrix Provisioning version 1909 introduced functionality related to this enhancement for provi‑
sioned target devices. See What’s new for more information.

How it works

This version adds a performance counter provider that captures dynamic information about the pro‑
visioning server by using an external application running on a server or a remotemachine. This appli‑
cation queries the performance data of the server usingWindows Performance Counter. The provider
does not duplicate information obtained from the system using standard Windows objects, such as
CPU, memory, disk, or network configuration information.

Consider:

• NewWindows events containing database and stream services restart events are written to the
Windows event log.

• The state of provisioned servers is obtained from the Citrix Provisioning object oriented Power‑
Shell API.

• The Citrix Provisioning server installer registers the newly installed performance counter
provider.

Updated performance counters

Installing this version adds and registers an updated performance counter on each provisioned server
as part of the standard installation and upgrade process. The following image illustrates the counter
as part of the StreamProcess:
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The updated StreamProcess includes the following extra performance counters:

CounterSet: Citrix Provisioning StreamProcess The provider creates the PVS_Target and
PVS_VDisk WMI objects in the root/Citrix/PVS namespace. Each provisioned target device
has a single instance of the PVS_Target object. The PVS_Target object provides information
about the installed Citrix Provisioning version, and statistics for the latest boot operation.

Counter name Type Description

Total Target Login Attempts perf_counter_rawcount The total number of target
device login attempts.

Total Target Reconnect Count perf_counter_rawcount The total amount of target
device reconnects.

Rejected Login Count ‑ Device
Not Found

perf_counter_rawcount The number of target device
logins that were rejected
because the device was not
found in the database.
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Counter name Type Description

Rejected Login Count ‑ virtual
disk Not Available

perf_counter_rawcount The number of target device
logins that were rejected
because the virtual disk was
not available for the device.

Rejected Login Count ‑ Server
Busy

perf_counter_rawcount The number of target device
logins that were paused
because the maximum number
of devices a server allows to
boot was reached.

Rejected Login Count ‑ Server
Not Available For virtual disk

perf_counter_large_rawcount The number of target device
logins that were rejected
because no servers were
available for the virtual disk.

The StreamProcess writes the following new events to the Windows Event log:

• DB online to offline with offline database support enabled
• DB online to offline with offline database support disabled
• Offline database support enabled event
• Offline database support disabled event

The StreamService writes the following new events to the Windows Event log:

• Stream process restart event
• Management daemon restart event
• Notifier restart event
• Inventory restart event

Provision VDAs on an opaque Network

To provision a VDA on an opaque network, use the Citrix Virtual Apps and Desktops Setup Wizard.

Create the hosting unit and associate the opaque network to it using Citrix Studio. See Connections
and resources for more information.

Use Citrix Studio to select an opaque network

In Citrix Studio, access the Add Connection and Resources page. In the Network section, select the
resource representing the opaque network, then clickNext:
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Tip:

After creating a hosting unit with the opaque network, use it in the Citrix Virtual Apps and Desk‑
tops Wizard in the provisioning console.

Provision VDAs to a specific resource pool

Citrix Provisioning 1912 supports provisioning VDAs at a specific resource pool in an on‑premises ESX
hypervisor. You can provision this VDA using the Citrix Virtual Apps and Desktops SetupWizard in the
Citrix Provisioning console.

Note:

Create a hosting unit with the resource pool using Citrix Studio before using the SetupWizard in
the provisioning console.

• The provisioned target device installer registers the WMI and performance counter providers.
No additional installation options require configuration on the provisioned target device.

• The currentCVhdMpperformance counter provider only supports VHDX for target devices using
Cache in device RAMwith overflow on hard drive.
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Configure the resource pool. In Citrix Studio, launch the Add Connection and Resources Wiz‑
ard. From the Add Connection and Resources page, select Storage Management. In the Se‑
lect a cluster field, click Browse:

Select the appropriate cluster, and click Next. Select the Compute-ResourcePool or any of the
child resource pool options under Compute-ResourcePool.
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Use theCitrix Virtual Apps andDesktops SetupWizard in theprovisioning console to select thehosting
unit with the resource pool. Click Next:
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Tip:

To provision at the root cluster level, select the Ignore resource pool info, create VM at cluster
level check box.

Thecluster and the resourcepool infoappear in theSummarypageof theCitrix Virtual AppsandSetup
Wizard:
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Using PowerShell to provision VDAs at the resource pool level

Citrix Provisioning 1912 includes a new switch parameter, UseResourcePool, added to
StartPvsProvisionXdMachines in the Citrix.ProvisioningServices PowerShell
cmdlet.

To provision machines at the resource pool level, use the Start-ProvisionXdMachines with
the -UseResourcePool switch parameter.

For example:

1 Start-PvsProvisionXdMachines -DdcAddress <ddcAddress> -BootType <
bootType> -CatalogName <catalogName> -CatalogDescription <
catalogDescription> -SessionSupport <sessionSupport> -AllocationType
<allocationType> -PersistUserChanges <persistUserChanges> -Scope <
scope> -VdaLevel <vdaLevel> -XenDesktopHostResource <hostname> -
HostResourcePassword <hostPassword> -TemplateName <templateName> -
NetworkPath <networkPath> -StoreId <storeId> -SiteId <siteId> -
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DiskLocatorId <diskLocatorId> -Domain <domain> -OrganizationalUnit <
organizationalUnit> -NamingScheme <namingScheme> -VmCount <vmCount>
-DeviceMemory <deviceMemory> -DeviceCpu <deviceCPU> -
DeviceWriteCacheSize <deviceWriteCacheSize> -NameSuffixType <
nameSuffixType> -VmPvdSize <vmPvdSize> -VmPvdDrive <vmPvdDrive> -
UseResourcePool

Note:

If the parameter-UseResourcePool is not included, the VDA is provisionedat the root cluster
level.

How do I?

Use theHowDo I? page in the Citrix Knowledge Center for additional information related to configura‑
tion, networking, antivirus, or hypervisor related procedures. These pages are purpose‑built to help
resolve problems arising from the use of Citrix Provisioning.

Fixed issues in 1912 LTSR

September 7, 2025

Citrix Provisioning™ 1912

Compared to: Provisioning Services 1909

Citrix Provisioning 1912 contains fixes that were included in previously released versions 7 through
1909, plus the following new fixes:

Citrix Provisioning server issues

• Registry hive file in the virtual disk version (AVHD) was corrupted when KMS restore was per‑
formed as a remote operation. [LD1729]

• The Citrix Provisioning server event viewer displays an erroneous boot time for a target device.
For example, Device esx‑2 boot time: 26086850 minutes 23 seconds. [PVS‑4478]

Citrix Provisioning target device issues

• Permission problems associated with site administrator and device administrator roles.
[LD2315]
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• Creating a new virtual disk from a Linux machine fails when it reaches 97% completion.
[LD1055]

Known issues

September 7, 2025

Known issues in 1912 LTSR CU9

The following known issue has been observed in Cumulative Update 9:

• If you are on Citrix Provisioning™ version 1912 LTSR CU9 or earlier, and upgrade your license
from DaaS to Universal Hybrid Multi Cloud License (UHMC) or Platform License (UPL), then you
receive an on‑premises universal license file which contains PVS_CCS and PVSD_CCS licenses.
To configure your new licenses, run the Configuration Wizard to change the license type from
Cloud toOn‑premises on the License Server page. [PVS‑13147]

Known issues in 1912 LTSR CU8

No new known issues have been observed in Cumulative Update 8.

Known issues in 1912 LTSR CU7

No new known issues have been observed in Cumulative Update 7.

Known issues in 1912 LTSR CU6

No new known issues have been observed in Cumulative Update 6.

Known issues in 1912 LTSR CU5

No new known issues have been observed in Cumulative Update 5.

Known issues in 1912 LTSR CU4

No new known issues have been observed in Cumulative Update 4.
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Known issues in 1912 LTSR CU3

No new known issues have been observed in Cumulative Update 3.

Known issues in 1912 LTSR CU2

No new known issues have been observed in Cumulative Update 2.

Known issues in 1912 LTSR CU1

No new known issues have been observed in Cumulative Update 1.

Known issues in 1912 LTSR

The following issues are known at this release:

• Virtual disk update schedule time cannot be applied after modifying it. It functions until you
reboot the Citrix SOAP service. [PVS‑4349]

• RunningAdd-PvsDeviceToDomainwithout specifying a parameter adds all targets in every
site to the computer’s container in Active Directory.

• When importing VHDX files that you published from App Layering to the provisioned disk store,
the operation may mistakenly report that you are using an invalid disk. You can eliminate this
error by changing the period (.) characters in the published file name’s date and time. A valid
file name contains only one period for the .VHDX file extension. [UNI‑75902]

• WhenyouupgradeaProvisioningServer fromVersion7.15CumulativeUpdate 5 toVersion1912,
awarningmessagemight appear twice. Thismessage appears because of a dependency on the
CDF installer (a separate, Citrix Virtual Apps and Desktops component) during the installation
of Citrix Provisioning. The provisioning installer cannot suppress the reboot message created
by the CDF installer. As a result, the reboot message appears twice. [LCM‑7594]

Deprecation

September 7, 2025

The announcements in this article are intended to give you advanced notice of features which are
being phased out so that you canmake timely business decisions. Citrix®monitors customer use and
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feedback to determinewhen they arewithdrawn. This list is subject to change in subsequent releases
and does not include every deprecated feature or functionality.

The following features are deprecated. This does notmean that they are removed immediately. Citrix
will continue to support them up to and including the next Citrix Provisioning version that is part of
the next Citrix Virtual Apps andDesktops™LongTermService Release (LTSR). Deprecated itemswill be
removed in aCurrent Release following thenext LTSR. Alternatives for deprecated itemsare suggested
where possible.

For complete details about product lifecycle support, see the Product Lifecycle Support Policy arti‑
cle.

• ImportCitrixProvisioning™targetdevices to create catalogs inCitrix Studio: This itemwas
announced in 1912 LTSR release.

Alternatively, use the Export Devices Wizard to push Citrix Provisioning VMs into Delivery Con‑
trollers or MCS for catalog creation. See Export Devices Wizard.

• Printer management: Labeled Enable printer management in the vDisk Properties screen.
This itemwas announced in version 7.12.

• In theBDMMediaProperties sectionof theBootDeviceManagement screen, the termBDM
Secure Boot: This itemwas announced in version 7.12.

The alternative is as follows: The Protect SDB parameter replaces BDM Secure boot. This new
parameter represents as much functionality previously provided by the BDM Secure Boot op‑
tion. To use this feature:

1. In the Boot Device Management screen, select the Protect SBD checkbox.
2. Optionally select Generate random password (make Media Write‑Once), then enter the

password and confirmation.
3. Click Burn to create the bootable device.

• The vDisk Properties screen is updated to remove the following options from the Cache
Type field:

– Cache on hard disk. This option is removed from the list of available parameters on the
vDisk Properties screen; this option can still be configured using an API.

– Cache on hard disk persisted. The cache on hard disk parameter is removed due to lack of
ASLR support.

This item was announced in version 7.12. As an alternative, use one of the other available op‑
tions.
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System requirements and compatibility

September 7, 2025

The system requirements in this articlewere validwhen this Citrix Provisioning™ versionwas released.
Updates aremade periodically. Components not covered here (such as StoreFront, host systems, and
Citrix Receivers) are described in their respective documentation.

Note:

CUs are tested with the latest versions of supported Operating Systems. For example, if a CU
states that it supports an Operating System, then the latest release is tested with the latest ver‑
sion of that Operating System.

Formore informationaboutusing thisCurrentRelease (CR) inaLongTermService (LTSR)environment
and other FAQ, see the Knowledge Center article.

Important:

Review the pre‑installation tasks article before installing Citrix Provisioning.

Unless otherwise noted, the component installer deploys software prerequisites automatically (such
as .NET elements) if the required versions are not detected on the machine. The Citrix® installation
media also contains some of this prerequisite software.

For internationalization information, see Global Status of Citrix Products.

Database

The following databases are supported: Microsoft SQL Server 2008 SP3 through 2017 (x86, x64, and
Express editions).

Note:

• Citrix Provisioning1912LTSRCumulativeUpdate 1 (CU1) includes support forMicrosoftSQL
Server 2019.

• Currently, Citrix Provisioning does not support installing the SQL Server in the Operating
Systemwhere the Citrix Provisioning Server is installed. However, this scenario is possible
in the testing environment.

Database clustering is supported.

When configuring databases for provisioning, consider that no preference exists for any specific SQL
collation. Collation supports the standardmethod recommended by Citrix Virtual Apps and Desktops
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when using the configuration wizard. The administrator creates the database with a collation that
ends with _CI_AS_KS. Citrix recommends using a collation that ends with _100_CI_AS_KS. Col‑
lation requirements differ for earlier Citrix Provisioning releases. See FAQ: Recommended database
collations for Citrix Products for more information.

Note:

SeeSupportedDatabases for Citrix Virtual Apps andDesktopComponents in theKnowledgeCen‑
ter for additional information about supported databases and clients.

License

The Citrix Licensing Server download for this release is included with the Citrix Virtual Apps™ and
Desktop installation media. Use the most recent Citrix License Server to get the latest features.

Important:

Citrix Provisioning servers must be connected to the License Server to operate successfully. Use
themost recent version of the Citrix License Server to get the latest features. Citrix recommends
that you upgrade the License Server before upgrading Citrix Provisioning to avoid any licensing
conflicts related to License caching mode. For more information, see Licensing.

Provisioning server

Operating systems

The following operating systems are supported:

• Windows Server 2019 Standard and data center editions
• Windows Server 2016 Standard, and data center editions
• Windows Server 2012 R2; Standard, Essential, and data center editions
• Windows Server 2008 R2, andWindows Server 2008 R2 SP1; Standard, Enterprise, and data cen‑
ter editions

English, Japanese, and Simplified Chinese versions are supported.

Note:

Citrix Provisioning supports the Windows operating system that is currently supported by Mi‑
crosoft. Customers might be required to purchase extended support from Microsoft for operat‑
ing systems that have reached end of life.
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Processors

The following processors are supported:

• Intel or AMD x64 compatible; 2 GHzminimum; 3 GHz preferred
• 3.5 GHz Dual Core/HT or similar for loads greater than 250 target devices

Memory sizing

The recommendedmemory sizing for the Citrix Provisioning Server is:

2GiB + (Multi‑Session‑OS_vDisk x 4GiB) + (Single‑Session‑OS_vDisk x 2GiB) + 15% (Buffer)

Storage

A Provisioning Server can have many vDisks stored on it, and each disk can be several GB in size. Im‑
prove your streaming performance by using a RAID array, SAN, or NAS. There must be enough space
on the hard disk to store the vDisks. For example, if you have a 15 GB hard drive, you can only create
a 14 GB virtual disk.

More requirements depend on several factors such as:

• Hard disk capacity –The requirements of the operating system and applications running on a
target device. Citrix recommends adding 20% to the base size of the final installed image.

• Private Image Mode –The number of target devices using a virtual disk in private imagemode.
vDisks in private imagemode are backed up daily.

• Standard Image Mode –The number of target devices using a virtual disk in standard image
mode. Best practice is to include making a copy of every virtual disk created.

• Minimum estimated common storage sizes:

– 250 MB for the database
– 5 GB on a clean Windows system
– 15 GB per virtual disk for Vista Class images

Network adaptor

• Static IP
• 1 network connection with Gb Ethernet, or higher preferred
• Dual 1 GB Ethernet for more than 250 target devices
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Tip:

Two NICs often perform better than a single dual‑ported NIC.

Citrix Provisioning dependencies

The Citrix Provisioning server install program requires Microsoft NET 4.7.1 and Windows PowerShell
3.0.

Network

The following list describes each network type and the associated port.

UDP and TCP ports

• Provisioning server to provisioning server communication: Each provisioning server must
be configured to use the same ports (UDP) to communicate with each other. At least five ports
must exist in the selected port range. Configure the port range on the Stream Services dialog
when running the Configuration Wizard.

Note:

If you are configuring for high availability, all provisioning servers selected as failover
serversmust residewithin the same site. High availability is not intended to cross between
sites.

Default port range (UDP): 6890–6909

• Provisioning servers to target device communication: Each provisioning server must
be configured to use the same ports (UDP) to communicate with target devices using the
StreamProcess. The port range is configured using the Console Network tab on the Server
Properties dialog.

Note:

The first three ports are reserved for Citrix Provisioning.

Default port range (UDP): 6910–6930

• Target device to Citrix Provisioning communication: Unlike provisioning servers to target
device port numbers, target device to Citrix Provisioning communication cannot be configured.

Ports (UDP): 6901, 6902, 6905
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• Login server communication: Each provisioning server used as a login server must be config‑
ured on the Stream Servers Boot List dialog when running the Configuration wizard.

Default port (UDP): 6910

• Citrix Provisioning console communication: The SOAP Server is used when accessing the
provisioning console. The ports (TCP) are configured on the Stream Services dialog when run‑
ning the Configuration Wizard. For PowerShell: MCLI-Run SetupConnection. For MCLI:
MCLI Run SetupConnection.

Trivial FTP (TFTP)

• TheTFTPport value is stored in the registry: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\BNTFTP\Parameters
Port

Default port (TFTP): 69

TSB

• TheTSBport value is stored in the registry: HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\PVSTSB\Parameters
Port

Default port (UDP): 6969

Port Fast: Port Fast must be enabled

Network card: PXE 0.99j, PXE 2.1 or later

Addressing: DHCP

Target device

In most implementations, there is a single virtual disk providing a standard image for multiple target
devices. To simplify virtual disk and target devicemaintenance, create andmaintain fewer vDisks and
assign more target devices to each virtual disk.

Tip:

When using the virtual disk ImagingWizard for a target device, problems appear related to some
Microsoft components which are not installed. For example, operating systems that do not have
Microsoft Visual C++ generate an error message similar to:

api-ms-win-crt-runtime-11-1-01.dll is missing
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Citrix recommends that allWindowsupdates and components are current before installing Citrix
Provisioning.

When provisioning target devices, consider the following:

• To have a single virtual disk, all target devices must have certain similarities to ensure that the
OS has necessary drivers required to run properly. The three key components are the mother‑
board, network card, or video card.

• Install and configure the Microsoft NIC teaming driver or OEM NIC teaming software before you
install the target device software.

• Identify target devices by the operating system running on the device.

• Dual boot virtual disk images are not supported.

• BitLocker encryption is not supported on a provisioned target device virtual disk.

• CitrixProvisioning supports layered images forCitrixAppLayering functionality. See theSystem
requirements for more information.

The operating systems identified in the following list are supported for target devices:

Operating System

• Windows Server 2019 Standard and data center editions

• Windows Server 2016 Standard and data center editions

• Windows Server 2012 R2; Standard, Essential, and data center editions

• Windows 10 (32‑bit or 64‑bit); all editions. Note the following:

– Support for the publicly available version at the time of the release.
– Ensure that all Windows updates are current before installing Citrix Provisioning compo‑
nents. Sometimes, you have to install numerous updates. Citrix recommends that you
reboot after installing all Windows updates.

– Windows 10 v1803 target devices with virtual disk cache type set to Cache in device RAM
possibly crash when booting.

– Citrix Provisioning supports Windows 10 Fall Creator v1709, however, a target device with
this OS cannot boot from a virtual disk in private imagemode.

– Windows 10 v1809 (x86 and x64) creates a page file error. For Windows 10 1803, this issue
does not exist between versions 17134.0–17134.523. However, the issue appears when us‑
ing Windows 10 1803 version 17134.556. See the Microsoft site for more information. For
Windows 10 1809, this issue appears between versions 17763.0–17763.253. The issue is re‑
solved inWindows 10 1809 version 17763.292. See theMicrosoft site formore information.
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• Windows 8.1 (32‑bit or 64‑bit); all editions

• Windows 7 SP1 (32‑bit or 64‑bit); Enterprise, Professional, Ultimate. The Ultimate edition of
Windows 7 is supported only in private image mode.

• Windows Server 2008 R2 and Windows Server 2008 R2 SP1; Standard, data center, and Enter‑
prise editions

Note:

Citrix Provisioning does not support Windows 10 IoT Core and Windows 10 IoT Enterprise. See
the Microsoft site for more information.

About Gen 2 VMs Gen 2 VMs are supported across all operating systems where Microsoft supports
UEFI.

Note:

The Streamed VMwizard setup does not support SCVMM Gen 2 VMs\templates.

Linux streaming

For Linux streaming, the following operating systems are supported:

• Ubuntu 16.04, 18.04.5, 20.04
• Red Hat Enterprise Linux 7.9, 8.3, 8.4
• SUSE Linux Enterprise Server 12 SP5
• SUSE Linux Enterprise Server 15 SP2, SP3

When using these distributions for Linux streaming, consider that the provisioning installer requires
that the Linux kernel package version is greater than or equal to version 4.4.0.53. The installer auto‑
matically provides the correct version during the installation process.

Also:

• The default kernel used for Ubuntu 16.04.2 is version 4.8. This kernel version is not currently
supported.

• If you are using Linux streaming functionality, no new installation packages are provided
at this release. Use the Provisioning Services 7.15 Linux DEB/RPM package. For example,
after downloading the Citrix Provisioning 1808 ISO, the target software for CentOS/Red Hat is
pvs_RED_HAT_7.15_18089_x86_64.rpm.

More dependencies

.NET 4.7.1 (default)

© 1997–2025 Citrix Systems, Inc. All rights reserved. 41

https://docs.microsoft.com/en-us/windows/iot-core/windows-iot


Citrix Provisioning™ 1912 LTSR

Microsoft licensing

Consider the following when using Microsoft licensing keys with target devices:

• Windows 10, Windows 8.1, Windows 8, Windows 7, Windows Server 2016, Windows Server 2012
R2, and Windows Server 2008R2 are deployed using either the Key Management Server (KMS)
or with Microsoft Multiple Activation Key (MAK) volume licensing keys.

• Windows Office 2010, Office 2013, and Office 2016 are deployed using KMS licensing. Volume
licensing is configuredwithin the virtual disk imagewhen the ImagingWizard is run on theMas‑
ter target device. Volume licensing is configured for the virtual disk file on theMicrosoft Volume
Licensing tab, which is available from the Console vDisk File Properties dialog.

Note:

For MAK licensing to work, the Volume Activation Management Tool (VAMT) for that client OS
must be installed on all login serverswithin a farm. In addition, both Private and Standard Image
Modes support MAK and KMS.

File system type

• NTFS
• For Linux streaming, the following file system types are supported: EXT4, BTRFS, XFS.

Supported operating systems include English on English, Japanese, German, French, Spanish, Sim‑
plified Chinese, Traditional Chinese, Korean, and Russian versions.

Citrix Provisioning console

Processor: Minimum 1 GHz, 2 GHz preferred

Memory: Minimum 1 GB, 2 GB preferred

Hard disk: Minimum 500 MB

Operating systems:

• Windows Server 2019 Standard and data center editions
• Windows Server 2016 Standard and data center editions
• Windows Server 2012 R2; Standard, Essential, and data center editions
• WindowsServer 2008R2andWindowsServer 2008R2SP1Standard, data center, andEnterprise
editions

• Windows 10 (32‑bit or 64‑bit)
• More dependencies: MMC 3.0, Microsoft .NET 4.7.1, Windows PowerShell 3.0
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Store

Ensure that the store can communicate with the Citrix Provisioning database.

Citrix Virtual Apps and Desktops™ Setupwizard

The Citrix Virtual Apps and Desktops Setupwizard can only operate with the equivalent version of the
Citrix Virtual Apps and Desktops controller. The version levels must be the same. In addition:

• One or more configured Citrix Virtual Apps and Desktops hosts with identical templates must
exist.

• Create a device collection in the Citrix Provisioning site.
• The virtual disk assigned to each VMmust be in standard imagemode.

More requirements include:

Permissions:

Consider the following:

• A Citrix Virtual Apps and Desktops controller must exist with permissions for the current user.
• vCenter, SCVMM, and XenServer® minimum permissions must be configured.
• A user accessing the Citrix Provisioning console must be configured as a Citrix Virtual Apps and
Desktops administrator. The administratormust also exist in theprovisioningSiteAdmin group.

• If you are using Citrix Provisioning with Citrix Virtual Apps and Desktops, the SOAP Server user
account must have Citrix Virtual Apps and Desktops full administrator privileges.

• When creating accounts in the Console, the user needs the Active Directory Create Accounts
permission. To use existing accounts, Active Directory accounts have to exist in a known OU for
selection.

• When creating a machine catalog in Citrix Virtual Apps and Desktops, the boot device file is cre‑
ated automatically. Creating it automatically eliminates the need to boot using PXE. An unfor‑
matted write cache disk is automatically attached and formatted on first boot.

• When updating the Virtual Delivery Agent (VDA) on the virtual disk image, set the appropriate
functional level for the Citrix Virtual Apps andDesktops catalog using the Citrix Virtual Apps and
Desktops console. See the Citrix Virtual Apps andDesktops upgrade topics formore informa‑
tion.

• If you are importing anActiveDirectory .csv file, use the following format: <name>,<type>,<
description>.

• The CSV file must contain the column header. For example, the csv file contents are:Name,
Type,Description, PVSPC01,Computer,, The trailing commamust be present to sig‑
nify three values, even if there is no description. The trailing comma format is the same format‑
ting used by the Active Directory Users and Computers MMCwhen exporting the contents of an
organizational unit.
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SCVMM:

• SCVMM servers require that PowerShell 2.0 is installed and configured for the number of
planned connections.

• The number of required connections for an SCVMM server is greater than or equal to the num‑
ber of hosted hypervisors used by the setup wizard for virtual machine cloning. For example:
to set connections to 25 from a PowerShell prompt, run: winrm set winrm/config/
winrs @{ MaxShellsPerUser="25"} winrm set winrm/config/winrs @{
MaxConcurrentUsers="25"}

• For Microsoft SCVMM to support Citrix Virtual Apps and Desktops, run the following PowerShell
command: set-ExecutionPolicy unrestricted on SCVMM. For Microsoft SCVMM,
verify that the MAC address for the template is not 00‑00‑00‑00‑00‑00 before attempting to
clone the template.

• If necessary, use the Template Properties dialog to assign a MAC address.

More requirements:

• If you are running a vCenter server on alternate ports, the following registry modifi‑
cations must be made to connect to it using Citrix Provisioning: Create a new key
HKLM\Software\Citrix\ProvisioningServices\PlatformEsx ‑ Create a string in the Platform ESX
key named ServerConnectionString and set it to http://{ 0 } :PORT\\#/sdk

• If you are using port 300, set ServerConnectionString=http://{ 0 } :300/sdk.
• If you are using multiple NICs, the Citrix Virtual Apps and Desktops Setup Wizard assumes that
the first NIC is the Citrix Provisioning NIC. The Setup Wizard changes it in accordance with the
virtual machine network in the domain controller. This item is the first NIC listed in the virtual
machines properties.

• To use the Synthetic switch‑over feature, both the first legacy NIC and the synthetic NIC must
be on the same network.

• If the Citrix Virtual Apps and Desktops setup wizard is used with SCVMM, both the first legacy
and the synthetic NICs’network change according to the network resource. These NICs are set
by Citrix Virtual Apps and Desktops, or by the user if the SCVMM host has multiple network re‑
sources.

• Multi‑NIC support exists for Citrix Virtual Apps and Desktops.
• Legacy Citrix Virtual Apps and Desktop agents are supported on VMs. For details, see VDA re‑
quirements in the Citrix Virtual Apps and Desktops documentation.

Streamed VMwizard setup

Streamed VMWizard requirements include:

• One or more hypervisor hosts must exist with a configured template.
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• A device collection must exist in the Citrix Provisioning site.
• A virtual disk in standard imagemodemust exist, andmust be associated with the selected VM
template.

More requirements include:

Template VM:

• Boot order: Network/PXEmust be listed first (as with physical machines).
• Hard disks: If you are using local write cache, an NTFS formatted disk large enough for the
cachemust exist. Otherwise, no hard disks are required.

• Network: Static MAC addresses. If you are using XenServer, the address cannot be 00‑00‑00‑00‑
00‑00. Before attempting to create a template from a VM, ensure that the VM is fully operational.

Permissions:

• The Citrix Provisioning console user account is added to a provisioning SiteAdmin group or
above.

• If you are using Active Directory, when creating accounts in the console, they must possess the
Active Directory Create Accounts permission. To use existing accounts, they must exist in a
known OU for the selection.

ESD server requirements for virtual disk updatemanagement

ESD server requirements include:

• WSUS server: 3.0 SP2
• SCCM: SSCM 2016, SCCM 2012 R2, SCCM 2012 SP1, SCCM 2012

Hypervisor

The following sections include configuration information about supported hypervisors. For updated
information on the supported versions, see CTX131239.

Citrix Hypervisor 5.6 and newer

The template MAC address cannot be 00‑00‑00‑00‑00‑00‑00.

Citrix Provisioning supports Citrix Hypervisor 8.1 functionality, guestUEFI boot, and secure boot. This
functionality enables VMs running Windows 10 (64‑bit), Windows Server 2016 (64‑bit), or Windows
Server 2019 (64‑bit) toboot inUEFImode. UEFI bootprovides a richer interface for theguest operating
systems to interact with the hardware, which can significantly reduce Windows VM boot times. See
the XenServer documentation for more information.
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XenServer

XenServer was formerly known as Citrix Hypervisor. XenServer 8 is the newer version of the product
and contains the latest features and fixes. XenServer 8 is based on the same platform as Citrix Hy‑
pervisor 8.2 CU1 and so shares the same major version. For updated information on the supported
versions, see CTX131239.

Nutanix Acropolis

Nutanix Acropolis hypervisors are supported using the Citrix Virtual Apps and Desktops SetupWizard.
The following is not supported:

• Boot Device Manager (BDM) partition

For configuration information, see Deploying virtual desktops to VMs using the Citrix Virtual Apps and
Desktops Configuration Wizard.

Important:

An Acropolis hypervisor (AHV) plug‑in from Nutanix that supports Citrix Provisioning is required.
Download this plug‑in from the Nutanix support site. See the Nutanix documentation portal for
installation information.

System Center Virtual Machine Manager (SCVMM) VMM 2012 and newer

Consider the following when configuring this type of hypervisor:

• Microsoft System Center Virtual Machine Manager (SCVMM) 2019 is supported.
• VMM 2012, 2012 SP1, and 2012 R2 are different from each other.
• When creating amachine template for VMM2012only, ensure that it has a similar harddiskdrive
structure and that it can boot from a virtual disk in Private Imagemode. Examples:

– To PXE boot a VM with write cache, create a VM with one hard disk drive.
– To use Boot Device Manager (BDM) to boot a VM with write cache, create a VM with two
hard disk drives.

• For Synthetic NIC Switch Over, boot using legacy NIC and then stream using synthetic NIC,
both the legacy and the synthetic NICs must be in the same VLAN in the template VMs. The
Citrix Virtual Apps and Desktops Set Up Wizard changes the VLAN of both NICs to the VLAN
selected when running the Wizard. This process uses two IP addresses.

• When running the imaging wizard, make sure you select the legacy NIC’s MAC address.
• Citrix Provisioning does not support multiple legacy NICs in the VMM’s VM. VMM uses the last
legacy NIC. The Citrix Virtual Apps and Desktops Set UpWizard always uses the first NIC, regard‑
less of whether it is legacy or synthetic.
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• When creating a VMM template, make sure you selectNone –customization not required as the
Guest OS profile in Configure Operating Systemmenu.

• When using the Citrix Virtual Apps and Desktops Set Up Wizard, the targets are created but are
not bootable. An error appears Device not found in the Citrix Provisioning database. The
reason is that the template has the legacy and synthetic NICs in reverse order: synthetic is NIC
1 and legacy is NIC 2. To resolve this issue, delete the NICs in the template. Make a legacy NIC 1
and synthetic NIC 2.

VMware vSphere ESX 4.1 and newer

• Supported Citrix Provisioning PXE NIC: ESX 4.x –E1000, ESX 5.0 and newer –VMXNET3
• Template VM and the master VM: Both must have the same guest operating system, configu‑
ration, and virtual machine version. Mismatches cause the process to stop unexpectedly.

• Citrix Provisioning and ESX VM version:

– vCenter 5.5 defaults to virtual machine version 8, which is for ESX 5.0.
– The virtual machine version must be changed before OS installation.
– The template and the master VMmust have the same virtual machine version.
– Citrix Provisioning supports VMware vSAN 8.0. You can upgrade your existing vSAN envi‑
ronment to vSAN 8.0.

• Windows 7 and Windows 2008 R2 with VMXNET NICs: ‑ Windows 7 and Windows 2008 R2
without service packs: Install theMicrosoft iSCSI hotfix and restart the VMbefore installing Citrix
Provisioning target device software.

– Windows 7 and Windows 2008 R2 with Service Pack 1: Install Microsoft iSCSI hotfix and
restart the VM before installing Citrix Provisioning target device software.

• ESX:

– For ESX 5.0 only, the Interrupt Safe Modemust be enabled on the Citrix Provisioning boot‑
strap. Otherwise, the VM displays a partial MAC address during reboot

– With ESX 5.5, a VM created using the Web client defaults to virtual hardware version 10,
ESX 5.5. A VM created using the vSphere client defaults to version 8, ESX 5.0.

– When creating a ESXi 5.5 template using the vSphere web client, you can only create hard‑
wareversion10 templates. Be sure tomodify the templateCD/DVDdrivevirtualmode from
SATA to IDE. Remove the SATA controller if you are planning to use the VMXNet3 driver. Re‑
moving the controller ensures that the template is compatible with the Citrix Virtual Apps
and Desktops Setup Wizard. The wizard requires target drives that are attached using the
SCSI driver.

– When using multiple NICs in ESX VM, the order of the NICs in the VM’s properties, BIOS,
and OS differ. Consider this configuration when making your choices for the streaming
NIC. This is the first NIC in the VM’s properties. You can choose the PXE NIC in the BIOS.
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• Host record: Regardless of the ESX version, the host’s address for the Citrix Virtual Apps and
Desktops host is the vCenter system. Do not enter the address used by the web client.

Linux streaming

If you are using Linux streaming functionality, no new installation packages are provided at
this release. Use the Provisioning Services 7.15 Linux DEB/RPM package. For example, af‑
ter downloading the Provisioning Services 7.16 ISO, the target software for CentOS/Red Hat is
pvs_RED_HAT_7.15_18089_x86_64.rpm.

Important:

If you are using Linux streaming functionality, no new installation packages are provided at
this release. Use the Provisioning Services 7.15 Linux DEB/RPM package. For example, after
downloading the Provisioning Services 7.16 ISO, the target software for CentOS/Red Hat is
pvs_RED_HAT_7.15_18089_x86_64.rpm.

Distributions:

• Ubuntu 16.04, 18.04.5, and 20.04

– The Citrix Provisioning installer requires that the Linux kernel package version is greater
than or equal to version 4.4.0.53. The installer automatically provides the correct version
during the installation process.

– Red Hat Enterprise Linux 7.9, 8.3, and 8.4
– SUSE Linux Enterprise Server 12 SP5
– SUSE Linux Enterprise Server 15 SP2, SP3

• Hypervisors: XenServer, ESX

• Imagemanagement: Versioning.

Note:

Reverse imaging is not necessary with Linux.

• Caching: All cache modes supported.

– The Managing vDisks article contains information on supported cache types.
– Once thewrite cache disk is formatted, the Linux client fails to shut down. Instead, it auto‑
matically begins using the cache disk.

– Cache on device hard disk and Cache in device RAMwith overflow on hard disk both use the
Linux file system caching mode.
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Important:

Linux streaming functionality functions with the latest version of Citrix Provisioning along with
corresponding versions of Citrix Virtual Apps and Desktops.

See Configure Linux Streaming.

Licensing

September 7, 2025

The Citrix License Server must be installed on a server that can communicate with all Citrix Provision‑
ing™ serverswithin the farm. Youneedone license server per Citrix Provisioning farm. You canuse the
same license server for multiple Citrix Provisioning farms. The total license count is shared between
the farms.

Use the most recent version of the Citrix License Server to receive the latest provisioning features.
If you are upgrading Citrix Provisioning to the newest version, the latest License Server version is re‑
quired. Whenyoudonotupgrade to the latest versionof the LicenseServer, theproduct licenseenters
the 30‑day License caching mode.

Important:

• Provisioning servers must be connected to the license server to operate successfully. Use
the most recent version of the Citrix License Server to get the latest features. Citrix recom‑
mends that you upgrade the License Server before upgrading Citrix Provisioning to avoid
any licensing conflicts related to License caching mode.

• As outlined in Required License Server Update, Cloud Software Group has updated the li‑
censing requirements that require you to upload telemetry. With this implementation, you
must return and reallocate your Citrix Virtual Apps and Desktops and Citrix Provisioning
1912 LTSR CU8 and later CUs, 2203 LTSR CU3 and later CUs, 2305 and later, and 2402 LTSR
and later CUs. This reallocation of licenses does not apply to Citrix DaaS customers who
only have PVS_CCLD_CCS license.

• According to theupdated licensing requirements, Citrix Provisioningnowattempts to check
out a Citrix Provisioning license for each target. When you return and re‑allocate your li‑
censes, you get a license file that includes all the requiredCitrix Provisioning licenses based
on your Citrix Provisioning entitlement. No other changes are included in this license file.
Therefore, if you reallocate the licenses, you can avoid any possible licensing issues.

Consider the following options when deciding which server to use as the license server:
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• Single system: install the license server on the same system as Citrix Provisioning. This option
is suitable for evaluations, test labs, or implementations with one Citrix product.

• Stand‑alone: install the license server on a separate system. This option is suitable for larger
implementations or implementations using multiple Citrix products.

• Point to an existing license server.

For detailed Citrix licensing information, see Licensing.

For information related to virtual disk volume licensing, see Configuring a virtual disk for Microsoft
Volume Licensing.

Required license types

After you reallocate your licenses as per the updated licensing requirements, you have the following
licenses in your licensing file.

Note:

The updated license requirement does not apply to Citrix DaaS™ customers who only have
PVS_CCLD_CCS license.

Virtual
Desktops
Standard

Virtual Apps
Advanced

Virtual Apps
Premium

Virtual Apps
and
Desktops
Advanced

Virtual Apps
and
Desktops
Premium

Expected
licenses

PVSD_STD_CCSPVSD_STD_CCSPVSD_STD_CC
and
PVS_STD_CCS

PVSD_STD_CCS
and
PVS_STD_CCS

PVSD_STD_CCS
and
PVS_STD_CCS

License cachingmode

There are two types of License caching mode:

• Out‑of‑box License caching mode is 30 days (720 hours). Initial installation of the licensing
server provides startup licenses for all Citrix products. Startup licenses expire after 30 days. The
30‑daycountdownbeginswhen theproductpromptsyou for the startup license for the first time.
Citrix Provisioning product licenses must be installed during this period. A startup license for a
Citrix product is voided if a license for that product is installed.

• License server connectivity outage caching mode is 30 days (720 hours). If connectivity to
the Citrix License Server is lost, Citrix Provisioning continues to provision systems for 30 days.
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WhenCitrix Provisioning is in a License cachingmode, you are notified throughamessage in the Event
Viewer of the Citrix Provisioning server.

When a License caching mode expires, all target devices are shut down.

Important:

When you upgrade an existing environment to the newest version of Citrix Provisioning, also
upgrade to the latest versionof the licensing server or theproduct license. Failure toperform this
upgrade results in Citrix Provisioning entering a 30‑day license caching mode. No new product
features are unavailable.

Installing the license server

Download the latest version of Citrix Licensing from the download page at http://www.citrix.com/d
ownloads/licensing.html.

Note:

Restart the stream service if Citrix Provisioning is installed after the license server, or if new li‑
censes are added.

License type for Citrix Cloud™

The license type PVS\\_CCLD\\_CCS supports Citrix Virtual Apps and Desktops Service in Citrix
Cloud. This license type is applicable to both desktop and server operating systems servicing pro‑
visioned target devices, replacing existing on‑premises Citrix Provisioning licenses for desktops and
data centers.

Note:

This Citrix Cloud license type replaces the existing on‑premises Citrix Provisioning license for
desktops and provisioning for data centers. It possesses the same license acquiring precedence
as the on‑premises licenses when bundling Citrix licenses.

The on‑premises trade‑up feature does not apply to Citrix Cloud licenses. Each Citrix Provision‑
ing target device checks out a single Citrix Cloud license regardless of the operating system type,
for example, a data center or desktop.

The various license types, on‑premises, or *Citrix Cloud is determined by Citrix Provisioning license
options for Citrix Cloud. When you use a license server with Citrix Provisioning, Citrix Cloud licenses
are consumed if the Cloud option is selected during the initial setup. An on‑premises license is con‑
sumed if On‑premises is selected when setting up Citrix Provisioning.
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Important:

Restart the Citrix Provisioning stream service whenever changes are made to licensing options.
For example, when changing from a Citrix Cloud license to an on‑premises licensing schema.

Use the Citrix Provisioning Configuration Wizard to specify a Cloud license. In the License Server
screen, click the Cloud radio button, then click Next to continue with the configuration process:

You can alternately view or change the license type in the Farm Properties screen. In the Licensing
tab, select the appropriate license type; click Cloud then clickOK:
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Note:

The on‑premises trade‑up feature does not apply to Citrix Cloud licenses. Each Citrix Provision‑
ing target device checks out a single Citrix Cloud license regardless of the operating system type,
for example, a data center or desktop.

Using accelerated Microsoft office activation

An administrator can force the immediate activation of a Microsoft Office license once a system starts
up. In previous releases, a provisioned virtual disk activates a licensewhen the virtualmachine boots.
This lengthy background process occurred after the VM reaches the Citrix Virtual Apps and Desk‑
tops™ login screen. As a result, users encounter licensing conflicts that would lead them to believe a
license did not exist for the VM.

To access this new feature:

• use Microsoft Volume Licensing tab in the virtual disk Properties screen. Click the Key Man‑
agement Service (KMS) radio button, then click the Accelerated Office Activation check box.
SelectOK to apply the configuration change to the virtual disk.

• use the Citrix Provisioning Imaging Wizard. In the Microsoft Volume Licensing screen, click
the appropriate license management option for the virtual disk. Click the Key Management
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Service (KMS) radio button, then click the Accelerated Office Activation check box. Select
Next to apply the configuration change to the virtual disk and continue configuring the virtual
disk.

Configuring a vDisk for Microsoft Volume Licensing

September 7, 2025

Configure a vDisk for Microsoft Key Management Service (KMS) or Multiple Activation Key (MAK) vol‑
ume licensing when running the Imaging Wizard. If the vDisk was not configured using the Imaging
Wizard, it can still be configured from the Citrix Provisioning™ console.

Important:

Citrix Provisioning does not support MAK activation for Microsoft Office products.

Using MCLI and SOAP server command line interfaces for Microsoft volume licensing

MCLI and SOAP Server command‑line interfaces can be used to configure Microsoft Volume Licensing
using the following procedure:

1. Select the vDisk in the Citrix Provisioning console, then right‑click and select File Properties.
The vDisk File Properties dialog appears.

2. Click theMicrosoft Volume Licensing tab, then select theMAK or KMS licensing method.
3. ClickOK.

Configuring Microsoft KMS volume licensing

This section describes how to use KMS license access codes with Citrix Provisioning.

Note:

Support for KMS licensing requires the SOAP Server user account is a domain user with the
right to perform volume maintenance tasks. The domain user is typically found in Local
\\Computer Configuration\\Windows Settings\\Security Settings\\
Local Policies\\User Rights Assignment. By default, a member of the local
administrators group has this right.

KMS volume licensing utilizes a centralized activation server. This server runs in the data center, and
serves as a local activation point (opposed to having each system activate with Microsoft over the
internet).
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Note:

Preparing or updating a KMS configured vDisk that is copied or cloned includes completing the
final configuration task. Change the vDisk mode from Private Image Mode to Shared Image
Mode. Prepare the vDisk before copying or cloning the vDisk to other Provisioning Servers. Copy
the pvp and vhdx file to retain the properties and KMS configuration of the original vDisk.

The tasks involved in configuring a vDisk image to use KMS volume licensing andmanaging that vDisk
in a Citrix Provisioning farm includes:

• Enabling KMS licensing on the created vDisk. Select the KMS menu option on the Microsoft
Volume Licensing tab when running the Imaging Wizard. See the Imaging Wizard for details.

• Preparing the new base vDisk image
• Maintaining or upgrading the vDisk image

Note: If KMS licensingwasnot configuredon thevDiskwhen running the ImagingWizard, alternatively
configure it using theConsole. You canalso configure it using theMCLI andPowerShell command‑line
interface.

Preparing the new base vDisk image for KMS volume licensing

After you create a vDisk using the Imaging Wizard, it must be reset to a non‑activated state using the
rearm command.

Perform this operation on a system booted from the vDisk in Private Image Mode. This process en‑
sures that the master target device hard disk’s rearm count is not reduced.

Tip: Microsoft limits the number of times you can run rearm on an installed OS image. Reinstall the
operating system if you exceed the number of allowed rearm attempts.

1. Boot the target device from the vDisk in private imagemode to rearm.

Note:

OSPPPREARM.EXEmust be run from an elevated command prompt.

2. A message prompts you to reboot the system, DO NOT REBOOT. Instead shut down the target
device.

3. If the KMS option was not selected when the vDisk image was created, click theMicrosoft Vol‑
ume Licensing tab and set the licensing option to KMS.

4. Set the vDisk mode to standard imagemode.

5. Stream the vDisk to one or more target devices.
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Maintaining or upgrading a vDisk image that uses KMS volume licensing

Tomaintain or upgrade a vDisk image that is configured to use KMS volume licensing:

1. Set the vDisk mode to Private Imagemode.
2. Stream the vDisk to a target device.
3. Apply the OS/application service pack/update, then shut down the target device.
4. Set the vDisk mode back to Shared Imagemode.
5. Stream the vDisk to the target device in shared imagemode.

Note: If Office 2010 is installed as a vDisk update, or after the vDisk has gone through the base
disk preparation process once, repeat the base disk preparation using the following procedure:

a) In the Citrix Provisioning console, right‑click on the vDisk, then select the File Properties
menu option. The vDisk File Properties dialog appears.

b) Click theMicrosoft Volume Licensing tab, then change the licensing option from KMS to
None.

c) On theMode tab, set the vDisk access mode to Private Imagemode.
d) PXE boot to the vDisk in private imagemode to rearm.

Note: OSPPPREARM.EXEmust be run from an elevated command prompt.
e) A message prompts you to reboot the system, DO NOT REBOOT. Instead shut down the

target device.
f) In the console, right‑click the vDisk you are configuring, then select the File Properties

menu option. The vDisk Properties dialog appears.
g) Click the Microsoft Volume Licensing tab, then change the license option from None to

KMS.
h) On theMode tab, set the vDisk access mode to Shared Imagemode.
i) Stream the vDisk to the target devices.

Configuring MicrosoftMAK volume licensing

This section describes the use of Multiple Activation Keys (MAK). A MAK corresponds to some pur‑
chased OS licenses. The MAK is entered during the installation of the OS on each system. The in‑
stallation activates the OS and decrements the count of purchased licenses centrally with Microsoft.
Alternatively, a process of proxy activation is done using the Volume Activation Management Toolkit
(VAMT). Proxy activationworks on systems that do not have access to the Internet. Citrix Provisioning
applies this proxy activationmechanism for standard imagemode vDisks that have theMAK licensing
mode selected when creating the disk.

The Volume Activation Management Tool (VAMT) version 3.1 must be installed and configured on all
provisioning servers within a farm. This tool is available from theMicrosoftWindows Assessment and
Deployment Kit (Windows ADK). For more information, see Install VAMT.
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When you first execute the VAMT, a VAMT database is created. This database caches all device activa‑
tions and allows for the reactivation of Citrix Provisioning.

Volume Activation Management Tool 3.1 requires:

• PowerShell 3.0 or later –the OS is newer than Windows Server 2012 or Windows 8
• SQL 2012 express or newer

Citrix Provisioning MAK activation requires you to configure one of three user types:

• Volume ActivationManagement Tool/Provisioning Services installation user—This user is
a local administrator possessing rights on SQL 2012 or newer (VAMT 3.1 requirement). These
rights are used to create a database for VAMT.

• MAK user—The user defined in the site’s properties. This user handles the MAK activation on
both server and client side. This user is a local administrator on both the provisioning server
and the master client. This user requires full access to the VAMT database.

• CitrixProvisioningSOAP/streamservicesuser—the streamprocess handles the reactivation
when the target device restarts. This user requires read access to the VAMT database.

Provisioning servers use PowerShell to interfacewith the VAMT. Thesemanual configuration steps are
required one time per server:

1. Install PowerShell 3.0 or later.
2. Install VAMT 3.1 on every provisioning server system using a Volume Activation Management

Tool/Provisioning Services installation user.
3. Configure a VAMT database as prompted during the initial run of VAMT 3.1. Make this database

accessible to all provisioned servers used to stream VAMT activated Citrix Provisioning target
devices.

4. If the user who created the VAMT database is not the SOAP/stream service user, copy the
VAMT configuration file C:\\Users\\\\<VAMT installation user (dB creator
)\>\\AppData\\Roaming\\Microsoft\\VAMT\\VAMT.config to C:\\Users
\\\\<Provisioning Services soap/stream services user\>\\AppData\\
Roaming\\Microsoft\\VAMT\\VAMT.config.

5. Set the provisioning server security configuration to use PowerShell to interface with VAMT.

a) Set‑ExecutionPolicy ‑Scope \ (the Provisioning Services services user) to unrestricted –see
Set‑ExecutionPolicy for more information.

b) WinRM quickconfig.
c) Enable‑WSManCredSSP ‑Role Client ‑DelegateComputer <this server fqdn> ‑Force
d) Enable‑WSManCredSSP ‑Role Server –Force.

6. Configure the Windows firewall on the client for VAMT 3.1 –see Configure Client Computers for
more information. Citrix Provisioning target devices cannot be activated or reactivated if the
firewall is not configured for VAMT.
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Common activation errors

Error: Failed to create PSSession—Reason: MAK user is not a local administrator on the Citrix Provi‑
sioning server.

Error: Index was out of range. Must be non‑negative and less than the size of the collection. Parame‑
ters name: Index.

Reason: MAK user does not have full access (read\write) permission to the VAMT database.

Setting the vDisk licensingmode for MAK

A vDisk can be configured to use Microsoft Multiple Activation Key (MAK) licensing when running the
Imaging Wizard. If MAK licensing was not configured when running the Imaging Wizard, the vDisk’s li‑
censingmodeproperty canbe set using the console, MCLI, or PowerShell user interface. The licensing
mode is set before activating target devices.

Note: For information on using the command‑line interfaces, see the MCLI or PowerShell Program‑
mers Guide.

Entering MAK user credentials

Before target devices that use MAK‑enabled vDisks can be activated, MAK user credentials must be
entered for a site.

Note: The usermust have administrator rights on all target devices that useMAK‑enabled vDisks, and
on all Provisioning Servers that stream the vDisks to target devices.

To enter credentials:

1. Right‑click on the site where the target devices exist, then select the Propertiesmenu option.
2. On the MAK tab, enter the user and password information in the appropriate text boxes, then

clickOK.

Activating target devices that use MAK‑enabled vDisks

After a vDisk is configured for MAK volume licensing, each target device assigned to the vDiskmust be
activated with a MAK.

Note: After all licenses for a givenMAK are used, a new key is required to allowmore target devices to
share this vDisk image.

To activate target devices that use MAK volume licensing from the Console:
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1. Boot all target devices that are to be activated.

2. In the Console, right‑click on the collection or view of the individual device including those tar‑
get devices requiring MAK license activation. Select theManage MAK Activations…menu op‑
tion. TheManage MAK Activations dialog appears.

3. In theMultiple activation key text box, enter theMAK to activate the target devices.

4. The number of booted target devices requiring activation display on the dialog. From the list of
booted devices, check the box next to each target device that you want to activate.

5. Click OK to activate licensing for all selected target devices. Do not close the dialog until the
activation process is completed. The process can be stopped by clicking the Cancel button.
Closing the dialog before the activation process completes stops the process might result in
some target devices not being activated. The Status column indicates if a target device is being
activated or failed. If all target devices were activated successfully, click OK to close the dialog.
If one ormore target devices are not activated, or if devices were not activated successfully, the
dialog displays any unactivated devices. After resolving any issues, repeat this step to activate
the remaining target devices.

Note:

TheManageMAK Activations option does not display after all currently booted target de‑
vices have been successfully activated.

Maintaining MAK activations

Typically, devices and their assigned vDisk activations are preserved automatically. When a different
target device is assigned a MAK activated vDisk, it removes any saved existing MAK reactivation infor‑
mation. If the vDisk is reassigned in the future, the target device fails to reactivate. To prevent the loss
of MAK activation, do not unassign the activated disk from the target device.

To change a target device’s vDisk, without losing theMAK activation, select one of the followingmeth‑
ods:

• Assign more vDisks to the target device, without removing any, then set the default booting
vDisk accordingly.

• Assign more vDisks to the target device and temporarily disable the MAK activated vDisk.

For you to update a MAK activated vDisk, the Auto Update feature must be used so that the MAK
activation information is maintained. This process is required for the shared device reactivation.

More MAK considerations:

• Manual vDisk updates (unassigning one vDisk and reassigning another vDisk) results in the loss
of the requiredMAKactivation information. Thisprocess requiresanewactivation,whichwould
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consume another license.
• Using auto update to deploy a new vDisk from a different OS results in mismatched MAK acti‑
vation information. In this case, a new activation must be performed from the command line
interface, as only unactivated target devices can be activated from the Citrix Provisioning con‑
sole.

Architecture

September 13, 2025

Most enterprises struggle to keep up with the proliferation and management of computers in their
environment. Each computer, whether it is a desktop PC, a server in a data center, or a kiosk‑type
device, must be managed as an individual entity. The benefits of distributed processing come at the
cost of distributed management. It costs time and money to set up, update, support and ultimately
decommission each computer. The initial cost of the machine is surpassed by operating costs.

Citrix Provisioning™ takes a different approach fromother imaging solutions by changing the relation‑
ship between hardware and the software that runs on it. By streaming a single shared disk image, a
virtual disk, rather than copying images to individual machines, Citrix Provisioning:

• enables organizations to reduce the number of disk images that theymanage, even as the num‑
ber of machines continues to grow.

• simultaneously provide the efficiencies of a centralizedmanagement solutionwith the benefits
of distributed processing.

In addition, because machines are streaming disk data dynamically from a single shared image, ma‑
chine image consistency is ensured. At the same time, largepools ofmachines can completely change
their configuration, applications, and even operating systems in the time it takes them to reboot.

How Citrix Provisioning works

Using Citrix Provisioning, any virtual disk can be configured in standard imagemode. Standard image
mode allowsmany computers to boot from it simultaneously, greatly reducing the number of images
thatmust bemaintained and the amount of required storage. The virtual disk is in a read‑only format.
Target devices cannot change the image.

The following image provides a high‑level view of a basic Citrix Provisioning infrastructure and shows
how provisioning components might appear within that implementation.
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Benefits of XenApp® and other server farm administrators

If youmanage a pool of servers that work as a farm, such as Citrix Virtual Apps and Desktops™ servers
orweb servers,maintenance is problematic. Maintaining a uniformpatch level on your servers canbe
difficult and time consuming. With traditional imaging solutions you start out with a pristine golden
master image. But when a server is built with the master image, you now must patch the individual
server alongwith the other servers. Rolling patches out to individual servers in your farm is inefficient
and unreliable. Patches often fail on an individual server. Problems are not realized until users have
conflicts or the server has an outage. Once that happens, getting the server back into sync with the
rest of the farm is challenging and sometimes requires a full reimaging of the machine.

With Citrix Provisioning, patchmanagement for server farms is simple and reliable, you start outman‑
aging your golden imageandyoucontinue tomanage that single golden image. All patching is done in
one place and then streamed to your servers when they boot‑up. Server build consistency is assured
because all your servers are using a single shared copy of the disk image.

If a server becomes corrupted, reboot it and it’s instantly back to the known good state of yourmaster
image. Upgradesare fast. Onceyouhaveyourupdated image ready forproductionyouassign thenew
image version to the servers and reboot them. In the time it takesmachines to reboot you can deploy
the new image to any number of servers. Roll‑backs can be done in the same manner so problems
with new images do not impact your servers or your users for an extended time.

Benefits for desktop administrators

With Citrix Virtual Apps and Desktops, desktop administrators use Citrix Provisioning streaming tech‑
nology to simplify, consolidate, and reduce the costs of both physical and virtual desktop delivery.
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Many organizations are exploring desktop virtualization. While virtualization addresses many of the
consolidations and simplified management needs of IT, configuring it also requires the deployment
of supporting infrastructure. Without Citrix Provisioning, storage costs can put desktop virtualization
out of the budget. With Citrix Provisioning, IT can reduce the amount of storage required for VDI by as
much as 90 percent. At the same time the ability to manage a single image rather than hundreds or
thousands of desktops significantly reduces the cost, effort, and complexity for desktop administra‑
tion.

Different types of workers across the enterprise need different types of desktops. Some require sim‑
plicity and standardization, while others require high performance and personalization. Citrix Virtual
Apps and Desktops can meet these requirements in a single solution using FlexCast™ delivery tech‑
nology. With FlexCast™, IT can deliver every type of virtual desktop ‑ each tailored tomeet the perfor‑
mance, security, and flexibility requirements of each individual user.

Not all desktop applications are supported by virtual desktops. For these scenarios, IT can still reap
thebenefitsof consolidationandsingle imagemanagement. Desktop imagesare storedandmanaged
centrally in the data center and streamed out to physical desktops on demand. This model works
well for standardized desktops such as those in lab and learning environments, call centers, and “thin
client”devices used to access virtual desktops.

The Citrix Provisioning solution

Citrix Provisioning streaming technology allows computers to be provisioned and reprovisioned in
real time from a single shared‑disk image. Using a single shared image enables administrators to
completely eliminate the need to manage and patch individual systems. Instead, all image manage‑
ment is done on the master image. The local hard disk drive of each system is used for runtime data
caching. In some scenarios, the disk is removed from the systementirely, which reduces power usage,
system failure rates, and security risks.

The Citrix Provisioning infrastructure is based on a software‑streaming technology. After you install
and configureCitrix Provisioning components, a virtual disk is created fromadevice’s harddrive. This
disk is created by taking a snapshot of the OS and application image, and then storing that image as a
virtual disk file on the network. The device that is used during this process is seen as a master target
device. The devices that use those vDisks are called target devices.

A virtual disk exists on:

• a Citrix Provisioning server
• a file share
• a storage system that can communicate with the provisioning server with iSCSI, SAN, NAS, or
CIFS connectivity
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vDisks can be assigned to a single target device in private image mode, or to multiple target devices
as standard imagemode.

When a target device is turned on, it is set to boot from the network and to communicate with a provi‑
sioning server. The following occurs:

1. Processing takes place on the target device.
2. The target device downloads the boot file from a provisioning server and initiates the boot se‑

quence.
3. Based on the device boot configuration settings, the appropriate virtual disk is located, then

mounted on the provisioning server.

The software on that virtual disk is streamed to the target device as needed. To the target device, the
virtual disk appears like a regular hard drive to the system.

Instead of immediately pulling all the virtual disk contents down to the target device, the data is
brought across the network in real time, as needed. This approach allows a target device to get a
new operating system and software in the time it takes to reboot, without requiring a visit to a work‑
station. This approach decreases the network bandwidth required by traditional disk imaging tools,
which supports a larger number of target devices on your networkwithout impacting overall network
performance.

Components

September 7, 2025

This article provides an overview of Citrix Provisioning™ components.
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License server

The license server is installedwithin the shared infrastructure or you can use an existing Citrix License
Server. You select the license serverwhen running the ConfigurationWizard for the first time. All Citrix
Provisioning servers within the farmmust communicate with the license server.

Citrix Provisioning database

The database stores all system configuration settings that exist within a farm. Consider:

• Only one database can exist within a farm.
• All provisioning servers in that farmmust be able to communicate with that database.
• Choose to use an existing SQL Server database or install SQL Server Express, which is free and
available fromMicrosoft.

Note:

The database server is selected when the Configuration Wizard is run on a Citrix Provisioning
server.

Citrix Provisioning console

The Citrix Provisioning console is a utility that is used to manage your Citrix Provisioning implemen‑
tation. After logging on to the console, you select the farm that you want to connect to. Your adminis‑
trative role determines what you can view in the console andmanage in the farm.

Network services

Network services include a DHCP service, Preboot Execution Environment (PXE) service, and a TFTP
service. These service options can be used during the boot process to retrieve IP addresses. These
options can also be used to locate and download the boot program from the provisioning server to
the target device. Alternative boot options are also available.

Tip:

Network services can be installed with the product installation, and then configured using the
Configuration Wizard.

Farms

A farm represents the top level of a Citrix Provisioning infrastructure. The farm is created when the
Configuration Wizard is run on the first Citrix Provisioning server added to that farm.
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All sites within a farm share that farm’s Microsoft SQL database.

The console is not directly associated with the farm. Remote administration is supported on any con‑
sole that can communicate with that farm’s network.

Stores

A farm contains one or more stores. A store is a logical name for a physical or virtual disk storage
location. The store name is the common name used by all provisioning servers within the farm.

Sites

One ormore sites can exist within a farm. The first site is createdwith the ConfigurationWizard and is
run on the first provisioning server in the farm.

Sites are represented in the console as follows:

Citrix Provisioning servers

ACitrix Provisioning server is any server that has StreamServices installed. TheStreamService is used
to stream software from vDisks to target devices. In some implementations, vDisks reside directly on
the provisioning server. In larger implementations, provisioning servers get the virtual disk from a
shared‑storage location on the network.

Provisioning servers also exchange configuration information with the Citrix Provisioning database.
Provisioning server configuration options are available to ensure high availability and load balancing
of target device connections.

Virtual disks

A virtual disk exists as disk image file on a provisioning server or on a shared storage device. A virtual
disk consists of a .vhdxbase image file, any associatedproperties files (.pvp), and if applicable, a chain
of referenced VHD differencing disks (.avhdx).

vDisks are assigned to target devices. Target devices boot fromand stream software froman assigned
virtual disk image.
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Virtual disk pools

Virtual disk pools are the collection of all vDisks available to a site. There is only one virtual disk pool
per site.

Virtual disk updatemanagement

The virtual disk Update Management feature is used to configure the automation of virtual disk up‑
dates using virtual machines. Automated virtual disk updates can occur on a scheduled basis, or can
be invokeddirectly from the console. This feature supports updates detected anddelivered fromElec‑
tronic Software Delivery (ESD) servers, Windows updates, or other pushed updates.

Virtual diskmodes

Virtual disk images are configured for Private Image mode or Standard Image mode. Consider the
following when using virtual disk images:

• In Private Image mode, a virtual disk image is used as a single device supporting read/write
characteristics.

• In standard imagemode, a virtual disk image is used bymultiple devices, but is read‑only when
using various caching options.

Virtual disk chain

Any updates to a virtual disk base image can be captured in a versioned differencing disk, leaving the
original base disk image unchanged.

Each time a virtual disk is updated, a new version of the VHDX differencing disk can be created. The
file name is numerically incremented, as shown in the following table:

Virtual disk image VHDX file name

Base Image win7dev.avhdx

Version 1 win7dev.1.avhdx

Version 2 win7dev.2.avhdx

… …

Version N win7dev.N.avhdx

© 1997–2025 Citrix Systems, Inc. All rights reserved. 66



Citrix Provisioning™ 1912 LTSR

Booting a virtual disk

The following image shows themethodused to locate andboot fromavirtual disk ona server share:

The preceding image illustrates the following steps:

1. The target device begins the boot process by communicating with a provisioning server and
acquiring a license.

2. The provisioning server checks the virtual disk pool for virtual disk information, which includes
identifying the servers providing the virtual disk to the target device. The server also verifies
the path information used to get to the virtual disk. In this example, the virtual disk shows that
only one provisioning server in this site can provide the target device with the virtual disk. The
virtual disk physically resides on the Finance Server (shared storage at the farm level.

3. Theprovisioning server locates the virtual disk on Finance Server, then streams that virtual disk,
on demand, to the target device.

Virtual disk examples

The following examples provide information about howCitrix Provisioning uses virtual disk images.

Example one

The physical virtual disk for Windows 10 resides on a Citrix Provisioning server local to a site. The
logical name that is given to this physical location is the store.

Store name (logical name): bostonwin10

© 1997–2025 Citrix Systems, Inc. All rights reserved. 67



Citrix Provisioning™ 1912 LTSR

Physical path to the virtual disk is: C:\vDisks\

Example two

The physical virtual disk for Windows 10 resides on a network share (FinancevDisks) at the farm
level.

Store name (logical name): FinancevDisks

Physicalpath to thevirtualdisk forall ProvisioningServers in the farm is: \financeserver\financevdisks\

Device collections

Device collections are logical groups of target devices. A target device is a device, such as a desktop
computer or a server, that boots and gets software from a virtual disk on the network. A device col‑
lection might represent a physical location, a subnet range, or a logical grouping of target devices.
Creating device collections simplifies device management by enabling you to perform actions at the
collection level rather than at the target‑device level.

Views

Views allow you to quickly manage a group of target devices. Views are typically created according
to business needs. For example, a view represents a physical location, such as a building, or a user
type. A target device is a member of any number of views, although it is a member of only one device
collection.

Views are represented in the console as follows:

Farm views can include any target device that exists in the farm. Site views include only target devices
that exist within a site.

Product utilities

September 7, 2025
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Citrix Provisioning™ includes several tools for configuring andmanaging deployment. After you have
installed the software, the following tools become available:

• Installation Wizard –Use this wizard to install Citrix Provisioning components to create provi‑
sioning servers andmaster target devices.

• Configuration Wizard –Use this wizard to configure provisioning server components, including
network services, and database permissions. This wizard is installed during the Citrix Provision‑
ing installation process.

• Imaging Wizard –On the master target device, run the Citrix Provisioning Imaging Wizard. This
process creates a virtual disk file in the database and then images that file without having to
physically go to a Citrix Provisioning server. This utility is installed during the target device in‑
stallation process.

• Virtual Disk Status Tray –Use this target device utility to get target‑device connection status and
streaming statistical information. This utility is installed during the Citrix Provisioning target
device installation process.

• Citrix Virtual Apps and Desktops™ Setup Wizard –Creates virtual machines (VMs) on a Citrix Vir‑
tual Apps and Desktops hosted hypervisor server from an existingmachine template. It creates
and associates target devices to those VMs, assigns a virtual disk to each target device, then
adds all virtual desktops to the catalog.

• Streamed VM SetupWizard –Creates VMs on a hosted hypervisor from an existingmachine tem‑
plate, creates, and associates target devices for each machine within a collection, then assigns
a virtual disk image all the VMs.

• Virtual Host Connection Wizard –Adds new virtual host connections to the virtual disk Update
Manager.

• Managed virtual disk Setup Wizard –Adds newmanaged vDisks to the virtual disk Update Man‑
ager.

• Update Task Wizard –Configures a new update task for use with virtual disk Update Manager.
• Boot Device Manager –Use this utility to configure a boot device, such as a USB or CD‑ROM,
which then receives the boot program from Citrix Provisioning.

• Upgrade Utilities –There are several upgrade methods available. The method you select de‑
pends on your network requirements.

• Programming Utilities –Citrix Provisioning provides programmers with amanagement applica‑
tion programming utility and a command line utility, accessed by all users. However, users can
only use those commands associatedwith their administrator privileges. For example, a Device
Operator is able to use this utility to get a list of all target devices that they have access to.
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Administrator roles

September 7, 2025

The administrative role assigned to a user, or a groupof users, controls the ability to view andmanage
objectswithin a Citrix Provisioning implementation. Allmemberswithin a group share administrative
privileges within a farm. An administrator has multiple roles if they belong to more than one group.
Groups are managed at the farm level through the Console’s Farm Properties window.

The following roles exist within a Citrix Provisioning™ farm:

• FarmAdministrator: Farmadministrators canviewandmanageall objectswithin a farm. Farm
administrators can also create sites andmanage rolememberships throughout the entire farm.

• Site Administrator: Site administrators have full management access to the all objects within
a site. For example, a site administrator canmanage Citrix Provisioning servers, site properties,
targetdevices, device collections, or virtual disk elements. A site administrator canalsomanage
device administrator and device operator memberships.

• Device Administrator: Device administrators perform all device‑collectionmanagement tasks
on collections towhich they have privileges. These tasks include viewing virtual disk properties
(read‑only) and assigning or removing virtual disks from a device. Tasks also include booting or
shuttingdown targetdevices, editingdeviceproperties, and sendingmessages to targetdevices
within a device collection to which they have privileges.

• Device Operator: Device operators view target device properties (read‑only) and boot or shut
down target devices. Also, device operators send messages to target devices within a device
collection to which they have privileges.

Collections

May 11, 2020

Device collections allow you to create and manage logical groups of target devices. Creating device
collections simplifies devicemanagement by performing actions at the collection level rather than at
the target‑device level.

Note:

A target device can only be a member of one device collection.

A device collection represents a physical location, a subnet range, or a logical grouping of target de‑
vices. For example, a collection consists of all target devices that use a particular virtual disk image,
and the collection might consist of maintenance, test, and production devices.
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Alternatively, three device collections can exist for a particular virtual disk; one consisting of produc‑
tion devices, one consisting of test machines, and another consisting of maintenance machines. In
the proceeding examples, all devices in a given collection are assigned to the same virtual disk.

Depending on a sites preference, another collection use case might include the consolidation of test
and maintenance devices into a single device collection. This use case manages virtual disk assign‑
ments on a per device basis rather than a per collection basis. For example, create a device collection
labeled Development consisting of five target devices, each one assigned to a particular virtual disk.
Farm administrators create and manage device collections for sites they have security privileges to
configure.

Expanding a Device Collections folder in the Console’s tree allows you to viewmembers of a device
collection. To display or edit a device collection’s properties, right‑click on an existing device col‑
lection in the Console, then select the Propertiesmenu option. The Device Collection Properties
dialog displays. Use it to view or modify that collection.

You can perform actions onmembers of a device collection, such as rebooting all target devicesmem‑
bers in this collection.

Citrix Provisioning™ console

September 7, 2025

Use theCitrixProvisioning console tomanagecomponentswithina farm. Theconsole canbe installed
on anymachine that can access the farm. For more information about using the console to configure
Citrix Provisioning, see the Console page.

Tip

To connect to a farm, see Farm Tasks.

Understanding the console window

In the console window, you can perform tasks when setting up, modifying, tracking, deleting, and
defining the relationships among vDisks, target devices, and Citrix Provisioning servers.
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Using the console tree

The tree is located in the left pane of the console window. It displays a hierarchical view of your net‑
work environment and managed objects within your network. The Details view display depends on
the object you have selected in the tree and your user role.

In the tree, click + to expand amanaged object node, or click ‑ to collapse the node.

Basic tree hierarchy

Farm administrators can create sites, views, and stores within the farm. The farm level tree is orga‑
nized as follows:

• Farm

– Sites
– Views
– Stores

Site administrators generally manage those objects within sites to which they have privileges. Site’s
contain provisioning servers, a virtual disk pool, device collections, and views. The site level tree is
organized as follows:
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• Site

– Servers
– Device Collections
– Virtual disk Pool
– Virtual disk Update Management
– Views

Using the details view

The right‑hand pane of the console window contains the details view. This view provides information
about the object selected in the tree, in table format. The types of objects that display in the view
include provisioning servers, target devices, and vDisks. Formore detailed information, right‑click on
the object, then select the Propertiesmenu.

The tables that display in the details view can be sorted in ascending and descending order.

In the console, the objects that display and the tasks that you can perform depend on the assigned
role.

Install Citrix Provisioning™ software components

September 7, 2025

Before installing and configuring Citrix Provisioning software and components from the product CD‑
ROMor fromthedownloadsite, you should first understand the installationwizards that aredescribed
here. Then follow the installation and configuration procedures in the rest of the articles in this sec‑
tion.

Important:

Ensure that all Windows updates are current before installing Citrix Provisioning components.
Sometimes, you need to install numerous updates. Citrix recommends that you reboot after
installing all Windows updates. For For Windows 10 1709, you must apply the OS update
KB4093105, or later, before installing provisioning components.

Tip:

If you are using Linux streaming functionality, no new installation packages are provided
at this release. Use the Provisioning Services 7.15 Linux DEB/RPM package. For example,
after downloading the Citrix Provisioning 7.16 ISO, the target software for CentOS/Red Hat is
pvs_RED_HAT_7.15_18089_x86_64.rpm.
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Citrix® licensing

CTX_Licensing.msi installs the Citrix licensing software on a server that can communicate with provi‑
sioning servers within your implementation.

Citrix Provisioning installation wizard

Run PVS_Server.exe or PVS_Server_x64.exe to install the following Citrix Provisioning components
within a farm:

• Citrix Provisioning Stream Service
• Network Boot Services (optional)
• Configuration Wizard (runs after the installation wizard to configure installed components and
creates the Citrix Provisioning database)

• Programming Utilities
• Boot Device Manager (BDM)

Note:

Installing from a UNC path is not supported.

Citrix Provisioning console wizard

Run PVS_Console.exe or PVS_Console_x64.exe to install the Citrix Provisioning console, which also
includes the Boot Device Management utility. The console can be installed on any machine that can
communicate with the Citrix Provisioning database.

Master target device installation wizard

For Windows: PVS_Device.exe or PVS_Device_x64.exe

Installs the target device software on amaster target device. Themaster target device is used to create
the ‘golden image,’which is then saved to a vDisk file using the Imaging Wizard.

Upgrade wizard

The Upgrade Wizard must be installed and run in a folder that does not contain surrogate pair char‑
acters (Unicode code point after 0x10000). The Upgrade Wizard facilitates the automation of the up‑
grade process, and includes the following utilities:
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• TheUpgradeAgent.exe, which runs on the target device to upgrade previously installed product
software.

• TheUpgradeManager.exe, which runs on the provisioning server to control the upgradeprocess
on the target device.

Uninstall

Removing the software from your system requires that you uninstall both the provisioning server and
target device components.

Uninstalling Citrix Provisioning

1. On the provisioning server, open the system’s Control Panel. From theWindows Startmenu,
select Settings, and then click Control Panel.

2. Double click on the Programs and Features icon.
3. Select Citrix Provisioning, then click the Uninstallmenu option.

Uninstalling Windows target device software

1. Set the system BIOS to boot from the original hard drive.
2. Reboot the target device directly from the hard drive.
3. On the target device, open the system’s Control Panel.
4. Double‑click on the Programs and Features icon.
5. Select the Citrix Provisioning, then click theUninstallmenu option.

Uninstalling the Citrix Provisioning console

1. On amachine in which the console is installed, open the system’s Control Panel.
2. Double click on the Programs and Features icon.
3. Select the Citrix Provisioning, then click theUninstallmenu option.

Pre‑installation tasks

September 13, 2025

Complete the following tasks before installing and configuring Citrix Provisioning.
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Important:

Ensure that all Windows updates are current before installing Citrix Provisioning components.
Citrix recommends that you reboot after installing all Windows updates.

Select and configure the Microsoft SQL database

Only one database is associatedwith a farm. You can install the Citrix Provisioning database software
on:

• An existing SQL database, if thatmachine can communicatewith all provisioning serverswithin
the farm.

• A new SQL Express database machine, created using SQL Express, which is free fromMicrosoft.

In a production environment, best practice is to install the database and Citrix Provisioning server
component software on separate servers, to avoid poor distribution during load balancing.

The database administrator can create an empty Citrix Provisioning database. In this case, provide
the MS SQL database administrator with the newly created file using the DbScript.exe utility. This
utility is installed with the provisioning software.

Tip:

See How to Manually Create a Database for Provisioning Services
for more information.

Database sizing

For information on database sizing, see Estimate the Size of a Database.

When the database is created, its initial size is 20 MB with a growth size of 10 MB. The database log
initial size is 10 MB with a growth size of 10%.

The base amount of space required is 112 KB, which does not change. The base image includes the
following:

• DatabaseVersion record requires approximately 32 KB
• Farm record requires approximately 8 KB
• DiskCreate record requires approximately 16 KB
• Notifications require approximately 40 KB
• ServerMapped record requires approximately 16 KB

The variable amount of space required, based on objects, is as follows:

• Access and groupings (each)
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– A User group that has access to the system requires approximately 50 KB
– A Site record requires approximately 4 KB
– A Collection requires approximately 10 KB

• FarmView (each)

– FarmView requires approximately 4 KB
– FarmView/Device relationship requires approximately 5 KB

• SiteView (each)

– SiteView requires approximately 4 KB
– SiteView/Device relationship requires approximately 5 KB

• Target device (each)

– A target device requires approximately 2 KB
– DeviceBootstrap requires approximately 10 KB
– Device:Disk relationship requires approximately 35 KB
– DevicePersonality requires approximately 1 KB
– DeviceStatuswhen a Device boot requires approximately 1 KB
– DeviceCustomProperty requires approximately 2 KB

• Disk (each)

– Unique disk requires approximately 1 KB
– DiskVersion requires approximately 3 KB
– DiskLocator requires approximately 10 KB
– DiskLocatorCustomProperty requires approximately 2 KB

• Provisioning server (each)

– A server requires approximately 5 KB
– ServerIP requires approximately 2 KB
– ServerStatuswhen a Server boot requires approximately 1 KB
– ServerCustomProperty requires approximately 2 KB

• Store (each)

– Store requires approximately 8 KB
– Store:Server relationship requires approximately 4 KB

• Disk update (each)

– VirtualHostingPool requires approximately 4 KB
– UpdateTask requires approximately 10 KB
– DiskUpdateDevice requires approximately 2 KB
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– Each DiskUpdateDevice:Disk relationship requires approximately 35 KB
– Disk:UpdateTask relationship requires approximately 1 KB

The following changes cause the size requirements to increase:

• Each processed task (for example: Virtual disk versioningsmerge) requires approximately 2 KB.
• If auditing is turned on, each change made by the administrator in the Citrix Provisioning con‑
sole, MCLI, or PowerShell interface requires approximately 1 KB.

Databasemirroring

For Citrix Provisioning to support MS SQL database mirroring, the database needs to be configured
withHigh‑safetymodewith a witness (synchronous).

Whenusing theDatabaseMirroring feature, theSQLnative client is requiredon the server. If thenative
SQL client does not exist, the option to install SQL native client x64 or x86 is presented when SQL is
installed.

For information on how to configure and use database mirroring, see Database mirroring.

Database clustering

To implementdatabaseclustering, followMicrosoft’s instructions then run theCitrixProvisioningCon‑
figurationwizard. Noadditional stepsare requiredbecause thewizardconsiders thecluster asa single
SQL Server.

Configure authentication

Citrix Provisioning uses Windows authentication for accessing the database. Microsoft SQL Server
authentication is not supported except by the Configuration Wizard.

Configuration wizard user permissions

The followingMSSQLpermissions are required for theuser that is running theConfigurationwizard:

• dbcreator for creating the database
• securityadmin for creating the SQL logins for the Stream and SOAP services

If you are using MS SQL Express in a test environment, you can choose to give the user that is running
the Configuration wizard sysadmin privileges, the highest level for the database.

Alternatively, if the database administrator has created an empty database by running the Db‑
Script.exe utility, the user running the Configuration wizard must be the owner of the database.
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Additionally, this user must have the View any definition permission. This permission is set by the
database administrator when the empty database is created.

Service account permissions

The user context for the Stream and SOAP services requires the following database permissions:

• db\\_datareader
• db\\_datawriter
• Execute permissions on stored procedures

Datareader and Datawriter database roles are configured automatically for the Stream and SOAP Ser‑
vices user account using the Configuration wizard. The Configuration wizard assigns these permis‑
sions provided the user has security admin permissions. In addition, the service user must have the
following system privileges:

• Run as service
• Registry read access
• Access to Program Files\Citrix\Citrix Provisioning
• Read and write access to any virtual disk location

Determine which of the following supported user accounts the Stream and SOAP services run un‑
der:

• Network service account

Minimum privilege local account, which authenticates on the network as a computers domain
machine account

• Specified user account (required when using a Windows Share), which can be a Workgroup or
domain user account

Support for KMS licensing requires the SOAP Server user account to be a member of the local admin‑
istrators group.

Tip:

Authentication is not common in workgroup environments, as a result, minimum privilege user
accounts must be created on each server and each instance must have identical credentials.

Determine the appropriate security option to use in this farm. Only one option can be selected per
farm and the selection you choose impacts role‑based administration. For security options:

• Use Active Directory groups for security (default); select this option if you are on a Windows
Domain running Active Directory. This option enables you to use Active Directory for Citrix
Provisioning administration roles.
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Note:

Windows 2000 Domains are not supported.

• Use Windows groups for security. Select this option if you are on a single server or in a Work‑
group. This option enables you to use the Local User/Groups on that particular server for Citrix
Provisioning administration roles.

Console users do not directly access the database.

Minimum permissions required for more provisioning functionality include:

• Citrix Virtual Apps and Desktops™ Setup wizard, Streamed VM Setup wizard, and ImageUpdate
service

– vCenter, SCVMM, and XenServer (formerly Citrix Hypervisor™) minimum permissions
– Permissions for the current user on an existing Citrix Virtual Apps and Desktops controller
– ACitrix Provisioning console user account configured as a Citrix Virtual Apps andDesktops
administrator added to a provisioning SiteAdmin group or higher

– Active Directory Create Accounts permission to create accounts in the console. To use ex‑
isting accounts, Active Directory accounts have to exist in a known OU for selection

• AD account synchronization: create, reset, and delete permissions
• Virtual disk: Privileges to perform volumemaintenance tasks

Note:

A service account does not require special AD permissions.

Kerberos security

By default, the Citrix Provisioning console, Imaging wizard, PowerShell snap‑in, and MCLI use Ker‑
beros authenticationwhen communicatingwith the SOAPService in an ActiveDirectory environment.
Part of the Kerberos architecture is for a service to register (create a service principal name, SPN)with
the domain controller (Kerberos Key Distribution Center). The registration is essential because it al‑
lows Active Directory to identify the account that the SOAP service is running in. If the registration
is not performed, the Kerberos authentication fails and Citrix Provisioning falls back to using NTLM
authentication.

The Citrix Provisioning SOAP Service registers every time the service starts and unregisters when the
service stops. However, the registration fails if the service user account does not have permission.
By default, the Network Service account and domain administrators have permission while normal
domain user accounts do not.

To work around this permissions issue, do either of the following:
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• Use a different account that has permissions to create SPNs.

• Assign permissions to the service account.

Account Type Permission

Computer Account Write Validated SPN

User Account Write Public Information

Network components

September 13, 2025

This article describes the tasksnecessary to carry out tomanage thenetwork componentswithin your
streaming implementation.

Preparing network switches

Network switches provide more bandwidth to each target device and are common in networks
with large groups of users. The use of Citrix Provisioning™ in the network might require changes to
switch configurations. When planning an implementation, give special consideration to managed
switches.

Note:

For Citrix Provisioning networks, you must specify all network switch ports to which target de‑
vices are connected as edge‑ports.

Managed switches usually offer loopdetection software. This software turns off aport until the switch
is certain the new connection does not create a loop in the network. While important and useful, the
delay prevents your target devices from successfully performing a PXE boot.

This problemmanifests itself in one of the following ways:

• Target device (not Windows) login fails.
• Target device appears to hang during the boot process.
• Target device appears to hang during the shutdown process.
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To avoid this problem, youmust disable the loop detection function on the ports to which your target
devices are connected. Specify all ports to which target devices are connected as edge‑ports. Spec‑
ifying all ports has the same effect as enabling the fast link feature in older switches (disables loop
detection).

Note:

A network speed of at least 100 MB is highly recommended. If using a 10 MB hub, check whether
your network card allows you to clear auto‑negotiation. Turning auto‑negotiationoff can resolve
potential connection problems.

Switchmanufacturers

This feature is given different names by different switch manufacturers. For example:

• Cisco; PortFast, Spanning Tree Protocol (STP) Fast Link, or switch port mode access
• Dell; STP Fast Link
• Foundry; Fast Port
• 3COM; Fast Start

Using Uniform Naming Convention (UNC) names

A Universal Naming Convention (UNC) format name defines the location of files and other resources
that exist on a network. UNC provides a format so that each shared resource can be identified with a
unique address. Windows andmany network operating systems (NOSs) support UNC.

With Citrix Provisioning, UNC format names can be used to specify the location of the OS Streaming
database for all provisioning servers. UNC format also specifies the location of a particular virtual
disk.

Syntax

UNC names conform to the \SERVERNAME\SHARENAME syntax, where SERVERNAME is the name
of the provisioning server and SHARENAME is the name of the shared resource.

UNC names of directories or files can also include the directory path under the share name, with the
following syntax:

\SERVERNAME\SHARENAME\DIRECTORY\FILENAME

For example, to define the folder that contains your configuration database file in the following direc‑
tory:

C:\Program Files\Citrix\Provisioning Services
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On the shared provisioning server (server1), enter:

\server1\Citrix Provisioning

Note:

UNC names do not require that a resource is a network share. UNC can also be used to specify
local storage for use by only a local machine.

Accessing a remote network share

To access a remote network share using a UNC format name, the Stream Service must have a user
account name and password on the remote system.

To use a UNC name to access a remote network share:

1. On the provisioning server, create a user account under which the stream service runs. This ac‑
countmust haveapasswordassigned, otherwise the streamservice fails to log in correctly. Your
streamservice shares the user account andpassword, or separate user accounts andpasswords
can be set up for each service.

2. Share the virtual disk and configuration database folders. In Windows Explorer, right‑click on
the folder, then selectProperties. Click theSharing tab, then select theShare this folder radio
button. Enter or select a share name.

3. Make sure permissions are set to allow full control of all files in the virtual disk folder and data‑
base folder. Click the Permissions button on the Sharing tab, or click the Security tab, then
set the correct permissions.

4. For the Stream Service:

• Go to Control Panel > Computer Management > Component Services, right‑click the
Stream Service, and select Properties.

• Click the LogOn tab. Change the Logon to: setting to This Account, and set up the service
to log in to the user and password configured in Step 1.

5. Verify that all Stream Services are restarted. The Configuration Wizard performs this step auto‑
matically. Stream services can also be started from the console or from the Control Panel.

Note:

Do not use a mapped drive letter to represent the virtual disk or database location directories
when configuring Stream Services. The Stream service cannot access folders using a mapped
drive letter for the directory because the mapped drives did not exist when the services started
at boot time.
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Reducing network utilization

Windowsprovides several features thatpresume theuseof a large, fast hard‑disk. Whilemanyof these
features are useful on a diskless systemwhere the disk is on the network, using themdecreases cache
effectiveness and increases network utilization. In environments that are sensitive to network utiliza‑
tion, consider reducing the effect of these features by disabling them or adjusting their properties.

In particular, offline folders are not useful on a diskless system and can be detrimental to the perfor‑
mance of Windows on a diskless system. Offline folders cache network files —a feature that is not
applicable to a systemwhere all files are on the network.

All of these features are configurable through the target device itself. The following features are con‑
figurable in the Windows Group Policy.

• Offline Folders
• Event Logs

Configure Windows features on a standard virtual disk

1. Prepare a Standard Image virtual disk for configuration.

• Shut down all target devices that use the Standard Image virtual disk.
• In the Citrix Provisioning console, change the Disk Access Mode to Private Image.
• Boot one target device.

2. Configure one or more features.
3. Prepare the Standard Image virtual disk for use

• Shut down the target device previously used to configure the virtual disk.
• From the Console, change the Disk Access Mode to Standard Image.
• Boot one or more target devices.

Configure the recycle bin

If you disable the recycle bin, files are deleted immediately. Therefore, the file system reuses respec‑
tive disk sectors and cache entries sooner.

To configure the recycle bin:

1. From the target device, or Windows Explorer, right‑click the Recycle Bin.
2. Select Properties.
3. Select Global.
4. Select from the following settings:

© 1997–2025 Citrix Systems, Inc. All rights reserved. 84



Citrix Provisioning™ 1912 LTSR

• Use one setting for all drives
• Do not move files to the Recycle Bin. Remove files immediately when deleted.

Configure offline folders

Disabling offline folders is recommended to prevent Windows from caching network files on its local
disk –a feature with no benefit to a diskless system. Configure this feature from the target device or
using Windows Group Policy.

To configure from the target device:

1. OpenWindows Explorer.
2. Select Tools > Folder Options.
3. SelectOffline Folders.
4. Clear Enable Offline Folders.

To configure using the Windows Group Policy:

On the domain controller, use the Microsoft Management Console with the Group Policy snap‑in to
configure the domain policies for: administration templates, network, or offline files. Policy setting
objects include:

• Policy setting object: Disable user configuration of offline files (Enabled).
• Policy setting object: Synchronize all offline files before logging off (Disabled).
• Policy setting object: Prevent use of theOffline Files folder (Enabled).

Configure event logs

Reduce themaximum size of the Application, Security, and System Logs. Configure this feature using
the target device or Windows Group Policy.

To configure event logs, on the target device:

1. Select Start > Settings > Control Panel.
2. Open Administrative Tools > Event Viewer.
3. Open the properties for each log.
4. Set the Maximum log size to a relatively low value. Consider 512 kilobytes.

To configure using the Windows Group Policy:

On the domain controller, use the Microsoft Management Console with the Group Policy snap‑in to
configure the domain policies for the following object:

• Policy setting: Policy Maximum Application Log Size. Relatively low value. Consider 512 kilo‑
bytes.
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• Policy setting: Policy Maximum Application Log Size. Relatively low value. Consider 512 kilo‑
bytes.

• Policy setting: Policy Maximum Application Log Size. Relatively low value. Consider 512 kilo‑
bytes.

Disable Windows automatic updates

If you have the Windows automatic updates service running on your target device, Windows periodi‑
cally checks a Microsoft website and looks for security patches and system updates. Uninstalled up‑
dates are downloaded and installed automatically. Normally, an automatic update is a useful feature
for keeping your system up‑to‑date. However, in a Citrix Provisioning implementation using standard
image mode, this feature can decrease performance, or even cause more severe problems. Perfor‑
mance degradations occur because the Windows automatic updates service downloads programs
that fill the write cache. When using the target device’s RAM cache, filling the write cache can cause
your target devices to stop responding.

Rebooting the target device clears both the target device and Citrix Provisioning write cache. Reboot‑
ing after an auto‑update means that the automatic update changes are lost, which defeats the pur‑
pose of running automatic updates.

Tip:

To make Windows updates permanent, apply them to a virtual disk while it is in Private Image
mode.

To prevent filling your write cache, disable the Windows Automatic Updates service for the target de‑
vice used to build the virtual disk.

To disable the Windows automatic updates feature:

1. Select Start > Settings > Control Panel > Administrative Tools.
2. Select System.
3. Click the Automatic Updates tab.
4. Select the Turn Off Automatic Updates radio button.
5. Click Apply.
6. ClickOK.
7. Select Services.
8. Double‑click the Automatic Updates service.
9. Change the Startup Type by selecting Disabled from themenu.

10. If the Automatic Updates service is running, click Stop to stop the service.
11. ClickOK to save your changes.

To make Windows updates permanent:
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1. Shut down all target devices that share the virtual disk.
2. Change the virtual disk mode to Private image.
3. Boot one target device from that virtual disk.
4. Apply Windows updates.
5. Shut down the target device.
6. Change virtual disk mode to Standard image.
7. Boot all target devices that share this virtual disk.

Managing roaming user profiles

A Roaming User Profile is a user profile that resides on a network share. It consists of files and folders
containing the user’s personal settings and documents. When a user logs on to a target device system
in the domain, Windows copies the respective profile from a network share to the target device’s disk.
When logging off,Windows synchronizes the user profile on the target device’s hard diskwith the user
profile on the network share.

For a diskless target device, its disk is actually a virtual disk residing in shared storage. Therefore,
the profile returns back to the shared storage containing the virtual disk. Since the persistent user
data always resides on shared storage, Windows does not need to download the profile, saving time,
network bandwidth, and file cache. Since some of the files included in the profile can grow large, the
savings can be significant.

Using Roaming User Profiles with diskless systems involves configuring relevant policies and using
Folder Redirection.

Although unrelated to Roaming User Profiles, the Offline Folders feature affects diskless systems sim‑
ilarly. Disabling this feature avoids the same effects.

On the domain controller, use the Microsoft Management Console with the Group Policy snap‑in to
configure the domain policies for the following objects.

Configuring roaming user profiles

Configuring Roaming User Profiles for diskless systems enables roamingwithout having to download
potentially large files in the profile.

On the domain controller, use the Microsoft Management Console with the Group Policy snap‑in to
configure the domain policies for the following objects.

To prevent the accumulation of Roaming User Profiles on a virtual disk:
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Object
Computer configuration\Administrative
templates\System\Logon

Policy Delete cached copies of roaming profiles.

Setting Enabled

To exclude directories with potentially large files from download:

Object
User configuration\Administrative
templates\System\Logon, Log off

Policy Exclude directories in roaming profile

Setting Enabled

Properties Prevent the following directories from roaming
with the profile: Application Data; Desktop; My
Documents; Start Menu.

Configure folder redirection with roaming user profiles

Using Folder Redirection with Roaming User Profiles and diskless systems retains the availability of
user documents.

On the domain controller, use the Microsoft Management Console with the Group Policy snap‑in to
configure the domain policies for the objects that follow.

To configure folder redirection:

1. Create a network share (\ServerName\ShareName) to contain the redirected user folders.
2. Give Full Control permission to everyone for the network share.
3. Enable Folder Redirection.

Object
Configuration\Administrative
templates\System\Group policy

Policy Folder Redirection policy processing

Setting Enabled

Redirect the Application Data folder.
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Object
Users configuration\Windows settings\Folder
redirection\Application data

Properties Basic or Advanced. Target folder location:
\Server‑
Name\ShareName\%username%\Application
Data

Redirect the desktop folder.

Object
Users configuration\Windows settings\Folder
redirection\Desktop

Properties Basic or Advanced. Target folder location:
\Server‑
Name\ShareName\%username%\Desktop

Redirect theMy Documents folder.

Object
Users configuration\Windows settings\Folder
redirection\Desktop

Properties Basic or Advanced. Target folder location:
\ServerName\ShareName\%username%\My
Documents

Redirect the Start Menu folder.

Object
Users configuration\Windows settings\Folder
redirection\Desktop

Properties Basic or Advanced. Target folder location:
\ServerName\ShareName\%username%\Start
Menu

Disable offline folders

Disabling Offline Folders avoids the unnecessary caching of files on diskless systems with network
shares.

On the domain controller, use the Microsoft Management Console with the Group Policy snap‑in to
configure the domain policies for the object that follows.
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To disable offline folders:

Object
Users configuration\Windows settings\Folder
redirection\Desktop

Policy setting Disable user configuration of Offline Files
(Enabled).

Policy setting Synchronize all Offline Files before logging off
(Disabled).

Policy setting Prevent use of Offline Files folder (Enabled).

Booting through a router

You can boot target devices through a network router. This allows the provisioning server to exist on
a different subnet from the target device. Since conditions vary from customer to customer, adjust‑
ments are be needed for different network configurations.

The following configurationdiagramseparates theProvisioningServer fromthe target devicebyusing
a Windows 2000 Server platform acting as a router.

Configuring for DHCP

In this configuration, a DHCP server must be active on the local subnet, 197.100.x.x, of the target
device. In the configuration example above, the DHCP service is running on the samemachine acting
as a router between the two subnets. It is not mandatory that the DHCP service actually runs on the
router itself. This DHCP server provides the IP address and the PXE boot information to the target
device.

Configure the DHCP service to provide valid IP addresses to any target device booting on the local
subnet, 197.100.x.x.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 90



Citrix Provisioning™ 1912 LTSR

Toprovide thePXEboot information to the target device, configure the followingoptions in yourDHCP
server:

1. DISABLE Option 60 (Class ID)
2. Enable Option 66 (Boot Server Host Name) –Enter the IP address of the TFTP Server. In this

configuration, the value is 10.64.0.10.
3. Enable option 67 (Boot file name) –Enter the nameof the boot file. For a standard configuration,

the file name is ARDBP32.bin.

Configure Provisioning Services for PXE

Using the console, configure the bootstrap settings to use the Gateway and Subnet mask fields.
These fields reflect the gateway and subnet to be used by the target device. In this case, they are
197.100.x.x for the gateway, and 255.255.255.0 for the netmask.

Verify the TFTP service is running on the Provisioning Server.

The PXE service on the provisioning server is not necessary since options 66 and 67 in the router’s
DHCP service provide the same information to the target device. Stop the PXE service on the provi‑
sioning server if you have no target devices on the server subnet needing the functionality. The same
is true for any DHCP service running on the provisioning server itself.

Running PXE and DHCP on the same computer

If PXE and DHCP are running on the same provisioning server, an option tag must be added to the
DHCP configuration. When both are running on the same server, the target devices that the DHCP
server is also the PXE boot server. Verify that option tag 60 is added to your DHCP scope. Citrix Pro‑
visioning setup automatically adds this tag to your scope as long as the Microsoft DHCP server is in‑
stalled and configured before installing provisioning. The Configuration Wizard sets‑up the Tellurian
DHCP Server configuration file if you use the wizard to configure provisioning.

The following is an example Tellurian DHCP Server configuration file which contains the option 60
tag:

1 `max-lease-time 120;
2
3
4 default-lease-time 120;
5
6
7 option dhcp-class-identifier "PXEClient";
8
9

10 subnet 192.168.4.0 netmask 255.255.255.0 {
11
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12
13
14 option routers 192.168.123.1;
15
16
17 range 192.168.4.100 192.168.4.120;
18
19
20 }
21 `

Managingmultiple Network Interface Cards (NICs)

Citrix Provisioning can run redundant networks between the servers and the target devices. Redun‑
dant networks require both the servers and the target devices be equipped with multiple NICs.

Configuremultiple NICs on the target device into a virtual team by using Manufacturer’s NIC teaming
drivers, or into a failover group using the provisioning NIC failover feature.

NIC Teaming and NIC Failover features provide resilience to NIC failures that occur after the system is
up and running. It is only after the OS has loaded that the actual NIC Team or NIC Failover group is
established. If NIC failure occurs after being established:

• The NIC Teaming feature allows the system to continue to function because the virtual MAC
address is the same as the physical MAC address of the primary boot NIC.

• TheNIC Failover feature allows the system to continue to function because it automatically fails
over to another NIC that was previously configured for this system.

When using a template with multiple NICs, Citrix Provisioning overwrites the network configuration
of the first NIC. All the other NICs’configurations are not changed. For hosts with multiple network
resources, the Citrix Virtual Apps and Desktops™ Setup wizard displays available network resources
available to the host. It allows you to select the network resource to associate with the first NIC.

Tip:

When a machine powers up, the BIOS goes through the list of available boot devices and the
boot order. Boot devices can include multiple PXE‑enabled NICs. Citrix Provisioning uses the
first NIC in the list as the primary boot NIC, the NIC’s MAC address is used as the lookup key for
the target device record in the database. If the primary boot NIC is not available at boot time,
Citrix Provisioning fails to locate the target device record in the database. Consider that a non‑
primaryNIC only processes the PXEboot phase. Aworkaroundwould be to add a separate target
deviceentry for eachNIConeachsystem, and thenmaintain synchronization for all entries. Citrix
does not recommend this process unless the successful startup of a system is considered critical
to the continued operation of the system that is already running.
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NIC teaming

When configuring NIC teaming, consider the following requirements:

• Citrix Provisioning supports Broadcom, HP branded ‘Moon shot’Mellanox NICS and Intel NIC
teaming drivers. A virtual disk that is built after configuring NIC teaming can run Standard or
Private Image Mode. Broadcom NIC Teaming Drivers v9.52 and 10.24b are not compatible with
Citrix Provisioning target device drivers.

• Teaming of multi‑port network interfaces is not supported.
• Multi‑NIC is supported for Citrix Virtual Apps and Desktops virtualmachine desktops. Using the
wizard, Citrix Provisioning allows you to select the network to associate with the provisioning
NIC (NIC 0). The Delivery Controller provides the list of associated network resources for host
connections.

• The target device operating systemmust be a server‑class operating system.
• The new virtual team NIC MAC address has to match the physical NIC that performs the PXE
boot.

• NIC teaming software is installed and configured before the target device software.
• Configure NIC teaming and verify that the selected teaming mode is supported by the applica‑
tion and the network topology. It exposes at least one virtual teamNIC to the operating system.

• When provisioning machines to an SCVMM server, the setup wizard automatically changes the
network configuration of both the first legacy NIC and the second synthetic NIC.

• During the master target device installation process, provisioning target device client drivers
bind to the new virtual teamNICMAC address. If all physical NICs have been teamed up to a sin‑
gle virtual NIC, the installer automatically chooses the virtual NIC silently, without prompting.

• If changes are required, Citrix Provisioning target device software must be uninstalled before
changing the teaming configuration. Reinstall after changes are complete. Changes to team‑
ing configurations on a master target device that has target device software installed results in
unpredictable behavior.

• When installing Citrix Provisioning target device software on NT6.x systems within a multi‑NIC
environment, all available NICs can be used. Therefore bindcfg.exe is no longer required and
no longer installed with target device software.

NIC failover

A provisioning target device or server can be configured to support failover between multiple NICs.
This feature supports any NIC brand ormixture of brands. Citrix Provisioning supports NIC failover for
vDisks in either Standard and Private Image Mode. Consider the following:

• The PXE boot NIC is considered the primary target device MAC address, which is stored in the
provisioning database.
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xxxxx‑ Youdefine the failover groupofNICswhen you run theCitrix Provisioning target device in‑
staller on theMaster Target Device. If themachine hasmore than one NIC, the user is prompted
to select theNICs in which to bind. Select all the NICs that participate in NIC failover.

• A target device only fails over to NICs that are in the same subnet as the PXE boot NIC.
• Teaming of multi‑port network interfaces is not supported with Citrix Provisioning.
• If the physical layer fails, such as when a network cable is disconnected, the target device fails
over to the next available NIC. The failover timing is instantaneous.

• The NIC failover feature and Citrix Provisioning high availability feature compliment each other
providing network layer failover support. If a failure occurs in the higher network layer, the
target device fails over to the next Provisioning Server subject to high availability rules.

• The next available NIC from the failover group is used if the NIC fails and the target device re‑
boots. NICs must be PXE capable and PXE enabled.

• If a virtual NIC (teamedNICs) is inserted into the failover group, the virtual disk becomes limited
to Private Image Mode. This functionality is a limitation imposed by NIC teaming drivers.

• By default, Citrix Provisioning automatically switches from legacy Hyper‑V NICs to synthetic
NICs if both exist in the same subnet. To disable the default behavior (allowing for the
use of legacy HyperV NICS even if synthetic NICs exist), edit the target device’s registry set‑
tings: [HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\BNIStack\Parameters]
DisableHyperVLegacyNic”=dword:00000000

• Load balancing is not supported in the NIC failover implementation.

Update NIC drivers

From time to time, upgrade the drivers for your NICs. Follow the guidelines for upgrading NIC dri‑
vers.

Upgrade NIC drivers on target devices

To upgrade NIC drivers for target devices:

1. Go to the target device with the original hard drive fromwhich youmade the virtual disk image.
2. Set the system BIOS to boot from the hard drive.
3. Reboot the target device directly from the hard drive.
4. Uninstall the target device software from this hard drive.
5. Upgrade NIC driver as directed by the manufacturer’s instructions.
6. Reinstall the target device software on the hard drive.
7. Reimage the hard drive to make a new virtual disk image.
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Note:

Do not attempt to upgrade a NIC driver on a virtual disk. Do not attempt to upgrade a NIC driver
on a hard disk on which the Provisioning Server is installed. Improperly upgrading a NIC makes
the hard drive unable to boot.

Upgrade NIC drivers on a provisioning server

To upgrade NIC drivers on any provisioning server, simply follow the manufacturer instructions for
upgrading NIC drivers.

Install the Server component

September 7, 2025

This installation procedure is for new Citrix Provisioning implementations. For upgrade tasks, see
Upgrade. The software can also be installed silently, see Running the configuration wizard silently.

Install anyWindows service packs, drivers, and updates before installing the Citrix Provisioning™ soft‑
ware.

Note:

When installing Citrix Provisioning software on a server that has previous versions of .NET in‑
stalled, Citrix recommends rebooting if prompted to do so during the .NET installation.

1. Click the appropriate platform‑specific install option. The Citrix Provisioning Welcome win‑
dow appears.

2. ClickNext. The Product License Agreement appears.
3. Scroll to the end to accept the terms in the license agreement, then clickNext to continue. The

Customer Information dialog appears.
4. Optionally, type or select your user name and organization name in the appropriate text boxes,

then clickNext. The Destination Folder dialog appears.
5. Click Change. Enter the folder name or navigate to the appropriate folder where the software

is installed. Or, click Next to install Citrix Provisioning to the default folder. The Setup Type
dialog appears.

6. Select the appropriate radio button:

• Complete ‑ Installs all components and options on this computer (default).

• Custom ‑ Choose which components to install and where to install those components.
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Note:
Installing the network boot services does not activate them. If you are uncertain
about the need for any of these services, choose the Complete installation option.

7. ClickNext.
8. If you select Complete, the Ready to Install the Program dialog appears. If you selected Cus‑

tom, the Custom Setup dialog appears. This dialog provides a Feature Description text box
that provides a description for the selected component in addition to the space required to in‑
stall that component.

• Expand each component icon and select how that component is to be installed.
• Aftermaking component selections, clickNext. The Ready to Install the Program dialog
appears. Or, click Cancel to close the wizard without making systemmodifications.

9. On the Ready to Install the Program dialog, click Install to continue with the installation
process. The installation takes several minutes.

10. The Installation Wizard Completed message displays in the dialog when the components and
options are successfully installed.
Note: The Installation Wizard can be rerun to install more components later, or rerun on a dif‑
ferent computer to install select components on a separate computer.

11. Click Finish to exit the Installation Wizard. The Citrix Provisioning Configuration Wizard au‑
tomatically opens.

Tip:

AlthoughCitrixProvisioningdoesnot requirea server restart after installing the software, in some
instances, a Microsoftmessage appears to request a restart. When this message appears, config‑
ure the farmusing theConfigurationWizard, before restarting the server. If thismessage appears
and the server is not restarted, the removeable drive does not appear.

Addingmore Citrix Provisioning servers

To add more Citrix Provisioning servers, install the software on each server that is a member of the
farm. Run the Installation Wizard, then the Configuration Wizard on each server.

Tip:

Themaximum length for the server name is 15 characters. Do not enter the FQDN for the server
name.

When the Configuration Wizard prompts for the site to add the server to, choose an existing site or
create a site.
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After adding servers to the site, start the Citrix Provisioning console and connect to the farm. Verify
that all sites and servers display appropriately in the Console window.

Running the configuration wizard silently

September 7, 2025

Silent product software installs

Target devices, Citrix Provisioning™ servers, and consoles can be silently installed to a default instal‑
lation directory using the following command:

1 <Installer Name>.exe /s /v"/qn"

To set a different destination, use the following option:

1 <Installer Name>.exe /s /v"/qn INSTALLDIR=D:\Destination"

Note:

After performing a silent install of a Citrix Provisioning client, subsequent upgrades using the
Upgrade Wizard fail because the client fails to reboot.

Prerequisite

Run the Configuration Wizard first on any Citrix Provisioning server in the farm used to create the
provisioning database and to configure the farm.

The basic steps involved in the silent configuration of servers within the farm are:

• Create a ConfigWizard.ans file from a configured provisioning server in the farm.
• Copy theConfigWizard.ans file onto theother serverswithin the farm, andmodify the IPaddress
in the ConfigWizard.ans file to match each server in the farm.

• Run the ConfigWizard.exe with the /a parameter.

To create the ConfigWizard.ans file

1. Run the ConfigWizard.exe with the /s parameter on a configured server.
2. On the Farm Configuration page, choose the Join existing farm option.
3. Continue selecting configuration settings on the remaining wizard pages, then click Finish.
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4. Copy the resulting ConfigWizard.ans file from the Citrix Provisioning application data directory
in \\ProgramData\\Citrix\\Provisioning Services.

To copy andmodify the ConfigWizard.ans file

1. For each server, copy the ConfigWizard.ans file to the Citrix Provisioning application data direc‑
tory.

2. Edit the StreamNetworkAdapterIP= so that itmatches the IP of the server being configured. If
there ismore thanone IPbeingused for Citrix Provisioningon the server, adda commabetween
each IP address.

To run the ConfigWizard.exe silently

To configure servers, run ConfigWizard.exe with the /a parameter on each server. For a list of
valid ConfigWizard parameters:

1. Run ConfigWizard.exe with the /? parameter.
2. In the Citrix Provisioning application data directory, open the resulting ConfigWizard.out

file.
3. Scroll down to the bottom of the file to view all valid parameters.

To get a list of commands and their descriptions, use the / c parameter.

Install the Console component

September 7, 2025

TheCitrixProvisioning™console canbe installedonanymachine that cancommunicatewith theCitrix
Provisioning database.

The console installation includes the Boot Device Management utility.

Note:

If you are upgrading from the current product version, the console software is removedwhen the
Citrix Provisioning server software is removed. Upgrading fromearlier versions does not remove
the console software automatically.

1. Run the appropriate platform‑specific install option; PVS_Console.exe or PVS_Console_x64.exe.
2. ClickNext on theWelcome screen. The Product License Agreement appears.
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3. Accept the terms in the license agreement, then click Next to continue. The Customer Infor‑
mation dialog appears.

4. Type or select your user name and organization name in the appropriate text boxes.
5. Enable the appropriate application user radio button, then clickNext. The Destination Folder

dialog appears.
6. Click Change. Enter the folder name or navigate to the folder where the software is installed, or

clickNext to install the console to the default folder. The Setup Type dialog appears.
7. Select the appropriate radio button:

• Complete ‑ Installs all components and options on this computer (default).
• Custom ‑ Choose which components to install and where to install those components.

8. ClickNext.
9. If you select Complete, the Ready to Install the Program dialog appears. If you selected Cus‑

tom, the Custom Setup dialog appears. This dialog provides a Feature Description text box
that provides a description for the selected component in addition to the space required to in‑
stall that component. Expand each component icon and select how that component is to be
installed. After making component selections, click Next. The Ready to Install the Program
dialog appears. Or, click Cancel to close the wizard without making systemmodifications.

10. On theReady to Install the Programdialog, click Install to continuewith the installationprocess.
The installation takes several minutes.

11. The Installation Wizard Completed message displays in the dialog when the components and
options are successfully installed.

Note:

Rerun the Installation Wizard to install more components later, or rerun on a different computer
to install selected components on a separate computer.

Preparing amaster target device for imaging

September 7, 2025

A master target device is a device from which a hard disk image is built and stored on a virtual disk.
CitrixProvisioning™ thenstreams thecontentsof thevirtualdisk created fromthemaster targetdevice
to other target devices.

Important:

Citrix® recommends that you install all Windows updates before installing a target device.
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Preparing themaster target device’s hard disk

Themaster target device is typically different from subsequent target devices because it initially con‑
tains a hard disk that is imaged to the virtual disk. If necessary, after imaging, the hard disk can be
removed from themaster target device.

To support a single virtual disk shared by multiple target devices, those devices must have certain
similarities to ensure that the operating system has all required drivers. The three key components
that must be consistent are the:

• Motherboard
• Network card, which must support PXE
• Video card

Tip:

Some platforms, physical or virtual, require a consistent hardware configuration for boot me‑
dia. For example, if target devices use BDM, the master target matches the BDM configuration
because end target devices use that configuration when booting.

However, the Citrix Provisioning Common Image Utility allows a single virtual disk to simultaneously
support different motherboards, network cards, video cards, and other hardware devices.

If target devices share a virtual disk, the master target device serves as a template for all subsequent
diskless target devices as they are added to the network. It is crucial to prepare the hard disk of the
master target device correctly and to install all software on it in the correct order.

Note:

Use the following instructions after installing and configuring Citrix Provisioning and creating
target devices.

Software must be installed on the master target device in the following order:

1. Windows operating system
2. Device drivers
3. Service packs updates
4. Target device software

Applications can be installed before or after the target device software is installed. If target devices
are members of a domain, and shares a virtual disk, more configuration steps must be completed.

Important:

Dual boot virtual disk images are not supported.
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Configuring amaster target device’s BIOS

Use the following steps to configure the target device system’s BIOS and theBIOS extension, provided
by the network adapter, to boot from the network. Different systems have different BIOS setup inter‑
faces. If necessary, consult the documentation that camewith your system for further information on
configuring these options.

1. If the target device BIOS has not yet been configured, reboot the target device and enter the
system’s BIOS setup. To get to BIOS setup, press the F1, F2, F10 or the Delete key during the
boot process. The key varies by manufacturer.

2. Set the network adapter toOnwith PXE.

Note:

Depending on the system vendor, this setting appears differently.

3. Configure the target device to boot from LAN or Network first. Optionally, select the Universal
Network Driver Interface; UNDI first, if using a NIC with Managed Boot Agent (MBA) support.

Note:

On some older systems, the BIOS setup program included an option that permitted you
to enable or disable disk‑boot sector write protection. Ensure that the option is disabled
before continuing.

4. Save the changes, then exit the BIOS setup program.

5. Boot the target device from its harddrive over thenetwork to attach the virtual disk to the target
device.

Configuring network adapter BIOS

This procedure is only necessary for older systems.

1. Reboot the master target device.

2. Configure the network adapter’s BIOS extension through setup.

During the system boot, the network adapter’s BIOS extension presents an initialization mes‑
sage similar to the following: Initializing Intel® Boot Agent Version 3.0.03 PXE 2.0 Build 078 (WfM
2.0) RPL v2.43

Enter the network adapter’s BIOS extension. The key combination for entering the network
adapter’s BIOS extension varies by manufacturer. For example, to enter the Intel Boot Agent
setup screen, type Ctrl+S. Consult the network adapter’s documentation for more informa‑
tion.
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A screen similar to the following appears:

3. Change the boot order toNetwork first, then local drives.

4. Save any changes, and exit the setup program. In the Intel Boot Agent, typing F4 saves the
changes.

Alternatively, a device can be configured to provide IP and boot information (boot file) to target de‑
vices using the Manage Boot Devices utility.

Installing themaster target device software

Note:

Before installing the software on a master target device, clear any BIOS‑based‑virus protection
features. To include antivirus software on the virtual disk image, be sure to turn the antivirus
software back on before running the Imaging Wizard.

Install and configure the Microsoft NIC teaming driver, introduced in Windows Server 2012, or OEM
NIC teaming software before installing target device software.

On the provisioned target device, start the Windows Device Install service before installing Citrix Pro‑
visioning.

Citrix Provisioning target device software components comprise:

• Citrix Provisioning Virtual Disk: the virtual media used to store the disk components of the
operating system and applications.

• CitrixProvisioningNetworkStack: aproprietary filter driver that is loadedover theNICdriver,
allowing communication between the target devices and the Provisioning Server.

• Citrix Provisioning SCSIMiniport Virtual Adapter: the driver that allows the virtual disk to be
mounted to the operating system on the target device.

• Citrix Provisioning Imaging Wizard: used to create the virtual disk file and image the Master
Target Device.
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• Virtual Disk Status Tray Utility: used to provide general virtual disk status and statistical in‑
formation. This utility includes a help system.

• Target DeviceOptimizerUtility: used to change target device setting to improve performance.

Citrix Provisioning target device software is available for 32‑bit and 64‑bit Windows operating sys‑
tems.

Note:

When installing Citrix Provisioning target device software on NT6.x systems within a multi‑NIC
environment, all available NICs can be used. Therefore bindcfg.exe is no longer required and no
longer installed with target device software.

Installing Citrix Provisioning target device software on aWindows device

1. Boot the master target device from the local hard disk.

2. Verify that all applications on the device are closed.

3. Double‑click on the appropriate installer. The product installation window appears.

4. On theWelcome dialog that displays, clickNext, scroll down to the end, then accept the terms
of the license agreement.

5. ClickNext to continue. The Customer Information dialog appears.

6. Type your user name and organization name in the appropriate text boxes.

7. Select the appropriate install user option. The selectedoptiondependsonwhether this applica‑
tion is sharedbyusers on this computer, orwhether only theuser associatedwith this computer
accesses it.

8. ClickNext. The Destination Folder dialog appears.

9. Click Next to install the target device to the default folder, C:\Program Files\Citrix\
Citrix Provisioning. Optionally, click Change, enter the folder name or navigate to the
appropriate folder, and then click Next, then click Install. The installation status information
displays in the dialog.

Note:

The installation process takes several minutes. While the installation process is running,
you can click Cancel to cancel the installation and roll‑back any system modifications.
Close any Windows Logomessages that appear.

10. The Installation Wizard Completed message displays in the dialog when the components and
options have successfully been installed. Close theWizard window. If .NET 4.5 or newer is in‑
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stalled andWindows Automount is enabled, the ImagingWizard starts automatically by default.
For details, see Using the Image Wizard to Create a New Disk).

Note:

If a Windows reboot request message displays before the imaging process completes, ig‑
nore the request until imaging completes successfully.

11. Reboot the device after successfully installing product software and building the virtual disk
image.

Using the ImagingWizard to create a virtual disk

September 7, 2025

Use the Imaging Wizard to automatically create the base virtual disk image from a master target de‑
vice.

Prerequisites

Windows NT 6.x:

The Citrix Provisioning™ Imaging Wizard provides a block‑based cloning solution along with the Vol‑
ume Shadow Copy Service (VSS).

• Each local disk partition is cloned separately to the virtual disk. If there is a separate System
Reserved partition on the local disk, it must be included as a source partition.

• Each destination partitionmust be equal to or larger than the source partition, regardless of the
amount of available free space in the source partition.

– If a larger destinationpartition is needed, after imaging completes, useWindowsdiskman‑
agement “Extend Volume…”

– If a smaller destination partition is needed, before imaging, the source partition can be
resized using Windows disk management “Shrink Volume…”

Tip:

If aWindows reboot requestmessage displays before the imaging process completes, ignore the
request until imaging completes successfully.
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Imaging

The Imaging Wizard prompts for information for connecting to the farm. It includes information nec‑
essary to set the appropriate credentials/Active Directory and licensing information to apply to this
particular virtual disk.

1. From the master target device’s Windows Start menu, select Citrix>Citrix Provisioning >
ImagingWizard. The Wizard’sWelcome page appears.

2. ClickNext. The Connect to Farm page appears.
3. Enter the name or IP address of a Citrix Provisioning server within the farm. Include the port

used to make that connection.
4. Use theWindows credentials (default), or enter different credentials, then click Next. If using

Active Directory, enter the appropriate password information.
5. On the Microsoft Volume Licensing page, select the volume license option to use for target

devices. Or, alternately selectNone if volume licensing is not being used.
6. Select to create a virtual disk (default), or use an existing virtual disk by entering that virtual

disk’s name, then click Next.
7. If the Create virtual disk option was selected, theNew vDisk dialog displays:

a) Enter a name for the virtual disk.
b) Select the Storewhere this virtual disk resides.
c) Select thevDisk format from theappropriatemenus. If theVHDX format isDynamic, from

the VHDX block sizemenu, select the block size as either 2 MB or 16 MB.
d) ClickNext, then define volume sizes on the Configure Image Volumes page.

8. ClickNext. The Add Target Device page appears.
9. Select the target device name. Include the MAC address associated with one of the NICs that

was selected when the target device software was installed on the master target device. Also
include the collection to add this device to. ClickNext. If the target device is already amember
of the farm, the Existing Target Devices page appears.

10. ClickNext. A Summary of Farm Changes appears.
11. Optionally (unless the virtual disk is used to boot the VMs) select to optimize the virtual disk for

use with Citrix Provisioning.
12. Verify all changes, then click Finish. A confirmation message displays.
13. Click Yes on the confirmation message to start the imaging process.

Upgrade

September 13, 2025
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Citrix Provisioning supports upgrading to the latest product version from versions starting with 7.6
LTSR.

You can upgrade from any Citrix Provisioning™ version to any latest version. However, upgrade 1912
LTSR CU5 to 1912 LTSR CU6 before upgrading to any later version.

Before attempting to upgrade a Citrix Provisioning farm:

• Select a maintenance window that has the least amount of traffic
• Back up the Citrix Provisioning database
• Back up all virtual disks

Tip:

Mirror if you are in a high‑availability scenario; formore information, see Databasemirroring. No
special action is required during the upgrade once mirroring is set up.

When upgrading Citrix Provisioning, consider the following:

• Upgrade to the latest licensing server. Note the following when upgrading the license server:

– License servers are backward compatible and provide the latest security fixes.
– If necessary, upgrade individual licenses. New features require that the Citrix license has
a minimum subscription advantage (SA) date. Validate that your license files have the re‑
quired license types. See Required license types. Youmight need to return and reallocate
your licenses to have the expected licenses available to support all functions.

• Back up the Citrix Provisioning database. While Citrix always tests to ensure a successful data‑
base upgrade, unforeseen circumstances might arise. Citrix strongly recommends backing up
the database before upgrading.

• Back up the Citrix Provisioning virtual disk. Citrix recommends backing up the virtual disk be‑
fore upgrading. This process is only necessary if you plan to use reverse imaging with private
images.

• When running the installer to update either the server or console components, if an older ver‑
sion of Citrix Provisioning is detected both components are automatically updated.

• Files located in C:\Program Files\Citrix\PowerShell SDKmight be missing after upgrading. This
issue occurs because the CDF version used by Citrix Provisioning does not match the version
used by other components associated with Citrix Virtual Apps and Desktops. As a result, newer
CDF files have a lower version number than previous ones. This issue does not affect the func‑
tionality of importing CPV device collections into CVADmachine catalogs. To resolve this issue:

1. Close Citrix Studio.
2. Mount the new Citrix Virtual Apps and Desktops™ ISO.
3. In the mounted ISO, navigate to \x64\DesktopStudio.
4. Right click PVS PowerShell SDK x64 to expose a contextual menu.
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5. Select Repair.
6. Run the Repair option. The installation adds the two CDF files as needed.

Upgrade the environment

To upgrade from a previous Citrix Provisioning farm, complete the following procedures:

1. Upgrade consoles. The console is a separate executable that can be installed on upgraded
servers (PVS_Console.exe or PVS_Console_64.exe). Citrix recommends upgrading the console,
followed by the server software for each provisioning server in the farm. Remote consoles can
be upgraded at any time.

2. Upgrade the first provisioning server in the farm, which upgrades the Citrix Provisioning data‑
base.

3. Upgrade the remaining provisioning servers within the farm.
4. Upgrade vDisks.

Important:

When upgrading a virtual disk within a Citrix Virtual Apps and Desktops deployment, upgrade
the master target device software before upgrading the VDA software.

Upgrade utilities

The Upgrade Wizard includes the following utilities:

• The UpgradeAgent.exe runs on the target device to upgrade previously installed product soft‑
ware.

• The UpgradeManager.exe runs on the provisioning server to control the upgrade process on
the target device.

Upgrading at a glance

The information in this section provides step‑by‑step guidance for upgrading Citrix Provisioning com‑
ponents. For server upgrade information, see the server article. For information about upgrading
vDisks, see vDisks.

Upgrade the console and server

Follow these steps to upgrade the console and server:
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1. Run the console and server executables to initiate the upgrade process automatically. Citrix
recommends that you upgrade the console first, followed by the server.

Tip:

Tokeep theCitrixProvisioning farmand targetdevices runningduring theupgradeprocess,
use the rolling server upgrade procedure. This process upgrades one Provisioning Server
at a time.

2. The rolling server upgrade performs an upgrade on one server at a time.

Note:

While upgrading the Provisioning Server, it cannot service any target device. Ensure that
the remaining servers in the farm support the target devices (clients) during the failover
process while the upgrading the server.

To perform the rolling upgrade, update the first Provisioning Server in the farm:

a. Open the services MSC file (services.msc) and halt the Citrix PVS Stream Service. This
process causes all provisioning targets connected to this server to fail over to other servers in
the farm. Once finished, upgrade the Provisioning Server and console components.

b. Upgrade the Citrix Provisioning database. This process is only done once:

• Use dbScript.exe to generate the SQL script. Choose the option to upgrade database and
enter the name of the dB. Use that script in SQL Management or SQL command line to
upgrade the provisioning database.

• Use configuration wizard to upgrade the provisioning database; when using this method,
consider:

• The Citrix Provisioning Configuration Wizard automatically starts when the Finish button
is selected after successfully upgrading the Provisioning Server.

• Use the default settings so that the Citrix Provisioning Configuration Wizard uses the pre‑
viously configured settings. On the Farm Configuration page, select the option Farm is
already configured. After all configuration information is entered, review the informa‑
tion on the Finish page; click Finish to begin configuring the provisioning server. At this
point, the provisioning database is not configured. Amessage appears indicating that the
database was upgraded. ClickOK to confirm the message and upgrade the database.

• Verify that Citrix Provisioning processes have started using services.msc. Boot a target
device to confirm that it can connect to the provisioning server.

Considerations for provisioning databasemigration using a different SQL server

TheProvisioning Console could fail to display the virtual disk attached to a sitewhenmigrating a data‑
base to a different SQL server. This condition exists when you use the configuration wizard to point
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to a different SQL server. Despite the console view, the database dbo.disk displays the updated
virtual disk entries.

To migrate a database:

1. Back up the database.
2. Restore the database on the new SQL server.
3. Run the configuration wizard and retain the default settings on all pages except the database

configuration pages.
4. On the Farm Configuration page, select Join existing farm.
5. On theDatabaseServerpage, select thenewdatabaseserverand instancenames. On theFarm

Configuration page, the default option is the database imported into the new SQL server.
6. In the configuration wizard, choose the defaults for all other options presented by the wizard.

Important:

During the migration to a different SQL server, do not create a site/store. In the preceding se‑
quence, steps 4 and 5 point to the new SQL server, instance, and database.

Upgrade remaining Provisioning servers

After upgrading the first provisioning server, upgrade the remaining servers in the farm:

1. Open the servicesMSC file (services.msc) andhalt theCitrixProvisioningStreamService. This
process causes all provisioning targets connected to this provisioning server to fail over to other
provisioning servers in the farm. Once finished, upgrade the provisioning server and console
components.

Tip:

Once the server is successfully upgraded, the Citrix Provisioning Configuration Wizard
starts automatically after clicking Finish. The provisioning database is only updated after
upgrading the first provisioning server.

2. Use the default settings. The Citrix Provisioning Configuration Wizard uses the previously con‑
figured settings. On the Farm Configuration page, make sure that the option Farm is already
configured is selected. After all configuration information is entered, review the information
on the Finish page; click Finish to being configuring the provisioning server.

3. Repeat these steps to finish upgrading all remaining provisioning servers in the farm.
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Rebalance Citrix Provisioning clients

After upgrading and configuring all Citrix Provisioning servers, Citrix recommends that you rebalance
all provisioning clients (target devices) within the farm. To rebalance provisioning clients:

1. Start the Citrix Provisioning console and log into the farm.
2. Navigate to the Servers tab.
3. Highlight all the provisioning servers that were recently upgraded, right‑click to expose a con‑

textual menu.
4. Select Rebalance clients.

Upgrade the Citrix Provisioning target device

Citrix Provisioning supports three methods for upgrading target devices:

• In‑place upgrade
• Direct VHD\VHDX boot
• Manual upgrade using reverse imaging

Important:

Citrix strongly recommends backing up the virtual disk if versioning is not used in the upgrade
process.

When using Citrix Provisioning target installers:

• If the system is running a newer target device, run the new target installer. It must be the same
version installed on the target device. This process effectively allows the installer to take care
of the upgrade.

In‑place upgrades

For in‑place upgrades, a maintenance version of the virtual disk is interchangeable with the private
image. However, Citrix recommends that you take advantage of Citrix Provisioning versioning to per‑
form an in‑place upgrade.

To perform an in‑place upgrade:

1. Create a maintenance version of the virtual disk.
2. Using the provisioning console, navigate to the device’s properties and set the device type to

Maintenance.
3. In theBootmenu, select option 1 to boot a client into virtual diskmode using themaintenance

version.
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4. Log intoWindows and run the new target device installer. Install the software and performa full
installation. The target device installer performs the upgrade; do not run the imaging wizard.
Reboot the target device when prompted.

5. Once Windows has loaded, log into the system and verify that the target device software is the
expected version by viewing the status tray. If the status tray is hidden byWindows, locate it by
clicking the up arrow on the status tray icon.

6. Shut down the target device.
7. If versioning is invoked, use the provisioning console to promote the maintenance version to

test version functionality. Verify the newversion andpromote it to the production versionwhen
it is deemedproduction quality. Roll this version out to users by rebooting all the target devices
using this virtual disk.

Upgrading using VHD\VHDX boot

When using method to upgrade a target device, consider:

• XenServer (formerly Citrix Hypervisor™) only supports .vhd
• Hyper‑V 2012 and 2008 R2 only support .vhd
• Hyper‑V 2012 R2 and 2016 supports both .vhd and .vhdx

1. Obtain the .vhdx file. Consider:

• If thevirtual diskdoesnothaveaversion, copy the .vhdx file to theHyper‑V serveror import
the file to XenServer using XenCenter® (Files > Import).

• If the virtual disk has a version, perform a base merge and create a .vhdx file in mainte‑
nance mode.

2. Perform a direct VHD boot using XenServer®:

a. Copy the .vhd file to a system running XenCenter and import the file to XenServer using Files
> Import.

b. Create a VM using the imported .vhd file. Refer to the Importing and Exporting VMs section of
the Citrix Virtual Apps and Desktops documentation for more information.

c. Boot the VM.

d. Upgrade the target device software. See the information at the beginning of this section for
using the Citrix Provisioning target device installers.

3. Perform a direct VHD\VHDX boot using Hyper‑V:

a) Copy the .vhdx file to the Hyper‑V server, or
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b) Create a Hyper‑V VM using the “Use an existing virtual hard disk”and point to the .vhdx file.
For Hyper‑V 2012 R2 and 2016, ensure that the generated VM matches those VMs of the
virtual disk:

• Generation 1 = traditional BIOS VMs and systems
• Generation 2 = UEFI VMs and systems

For more information, see Create a virtual machine in Hyper‑V.

1 1. Boot the VM.
2
3 1. Upgrade the target device software. Upgrade the target device

software. See the information at the beginning of this section for
using the Citrix Provisioning target device installers.

1. Copy the .vhdx.vhd file back to the virtual disk store location where it was originally located:

• If the .vhdx.vhd file is taken from a based merge version, the file is ready for testing and
verification.

• If the file is copied from the base virtual disk, import the virtual disk into the provisioning
database using the Add or import Existing vDisk option. Run this option from the virtual
disk Pool\Store level in the provisioning console.

Upgrading usingmanual reverse imaging with P2PVS

Use the information in this section to upgradeCitrix Provisioning using reverse imagingwith P2PVS.
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The following table illustrates supported upgrademethods:

Reverse
imaging
method Xen tools VM tools

Hyper‑V
compati‑
bility NIC driver

Windows
10
upgrade

Antivirus
updates

Firewall/Network
security
software

P2PVS
reverse
imaging

x x x x x x x

VHD boot
from hy‑
pervisor

x x x x

Direct
VHD boot

x x x x x x

1. Boot the Citrix Provisioning target device into the virtual disk using private\maintenancemode.

2. InstallPVS_UpgradeWizard.exe orPVS_UpgradeWizard_x64.exe from theUpgrade folder of
the ISO image. This folder is located in the latest Citrix Provisioning release area (containing the
latest P2PVS.exe file). The upgrade wizard can also be installed through the Citrix Provisioning
meta‑installer using the Target Device Installation > Install UpgradeWizard option.

3. Run P2PVS.exe from the Citrix Provisioning upgrade wizard directory. By default, this file is lo‑
cated in C:\Program Files\Citrix\Citrix Provisioning Upgrade Wizard.

4. Click the From drop‑downmenu to choose the Citrix Provisioning virtual disk. Click Next.

5. In the partition screen, select the partitions undergoing reverse imaging. All system partitions,
regardless of whether they have a drive letter or not, are used in reverse imaging. Click Next.

6. Click Convert on the final page to being reverse imaging.

Note:

When using reverse imaging, consider:

• reverse imaging for BIOS systems is non‑destructive. The partition table of the system
is not altered. Because Citrix Provisioning imaging is blocked base, the partition table
of the local hard disk must be the same as those of the virtual disk.

• reverse imaging for UEFI systems is destructive. All partitions on the local hard disk
are destroyed and re‑created to match those of the virtual disk.

7. Once reverse imaging finishes, reboot the VM from hard disk without network booting.

8. Upgrade the target device. Refer to the information at the beginning of this section for more
information.
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9. Image the OS to virtual disk again. You can accomplish this imaging by creating a virtual disk or
using the existing one.

Using reverse imaging to upgradeWindows 10machines

To upgrade a Windows 10 image using reverse imaging:

1. Create a target device with a virtual hard disk that is the same size or bigger than the virtual
disk.

2. Network boot (PXE/ISO) the VM into the virtual disk usingmaintenance version or private image
mode.

3. Run P2PVS.exe from the Citrix Provisioning target device\ UpgradeWizard directory. By default,
this directory is C:\ProgramFiles\Citrix\Citrix Provisioning, or C:\ProgramFiles\Citrix\Citrix Pro‑
visioning Upgrade Wizard, respectively.

4. Click the From drop‑downmenu and choose Citrix Provisioning vDisk and clickNext.

5. In the partition screen, select the partitions for reverse imaging. All system partitions, regard‑
less of whether they have a drive letter or not, are used in reverse imaging. Click Next.

6. Click Convert on the last page to begin reverse imaging.

7. Once reverse imaging has completed successfully, set the VM to boot from HDD and reboot the
VM.

8. Uninstall the Citrix Provisioning target device.

9. Shut down the VM.

Note:

The amount of free space in the c:\ partition. Some used space can be freed up by deleting
theWindows.old folder in C:. Refer to the Windows Support page for more information.

10. Judging by the free space on the C:\ partition, increase the size of the VM’s hard disk if needed.

Note:

If this operating system isWindows 10 1607 (code nameRedstone 1 or Anniversary Update),
Windows 10 update will create another system partition after the C:\ partition. Currently,
it is not possible to increase the size of C:\ partition.

11. Boot the VM. Please note the local admin of the VM and remember the local admin password.

12. Run Windows 10 update to upgrade Windows 10.
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13. Use local admin credentials to log in since the Windows 10 upgrade process can impact active
directory.

14. Rejoin the VM to active directory if needed.

15. Install new drivers andmore Windows updates if needed.

16. Once updates are done, install Citrix Provisioning target device software.

17. Use the Imaging Wizard or P2PVS to create a virtual disk. The old virtual disk can be used if the
size of the VM’s virtual hard disk has not been increased in step 11.

Servers

September 7, 2025

In a Citrix Provisioning™ farm, the database is upgraded at the same time that the first provisioning
server is upgraded. After upgrading the database and the first server in the farm, you can upgrade the
remaining servers within it. When configuring servers, consider the following:

• While the first provisioning server is being upgraded, some administrative features are not avail‑
able.

• Citrix recommendsclosingall CitrixProvisioningconsolesuntil theupgrade is complete toavoid
failed operations.

• Upgrade the Citrix Provisioning console and server on every Citrix Provisioning server. After all
servers are upgraded, upgrade the console on any other systems it is installed on. The console
is not backward compatible.

Note:

Install theUpgradeWizard in a folder that does not contain surrogate pair characters. That is, the
unicode code point after 0x10000.

Upgrading the first provisioning server

Important:

Uninstall Citrix Provisioning server version 1808 before installing version 1811.

To upgrade:

1. To upgrade the server and database, run the new version of the server software on the server,
then select theAutomatically close and attempt to restart applications option. If this option
is not selected and a File in use screen displays, select the Do not close applications option.
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2. Install the Citrix Provisioning console component on this server or on a server used to manage
the farm. For details on installing the console, see the article Installing Citrix Provisioning server
software.

3. In theConfigurationWizard, select theoption to joina farmthat is alreadyconfigured. Running
thewizard starts the services. For details, see the instructions on how to join an existing farm in
Configuration Wizard Tasks.

Upgrading remaining Citrix Provisioning servers in the farm

Once you finish upgrading the first server in the farm, use the same procedure to upgrade the remain‑
ing servers.

Tip:

The database upgrade is ignored because it was addressed when the first server was upgraded.

Rolling server upgrade

To keep Citrix Provisioning components running during an upgrade, use the rolling server upgrade
process. This process upgrades one provisioning server at a time.

Tip:

When upgrading a provisioning server, it cannot service any target device. Due to this constraint,
ensure that the remaining provisioning servers in the environment support client failover from
the upgraded server.

To perform the rolling server upgrade, update the first provisioning server in the farm:

1. Open theServices snap‑in,services.msc, in theMMCandhalt theCitrix ProvisioningStream
Service. This process causes all targets connected to this provisioning server to fail over to other
servers in the farm. Once finished, upgrade the provisioning server and console components.

2. Upgrade the Citrix Provisioning database.There are two ways to upgrade the database, using
dbScript.exe or using the configuration wizard.

Rolling server upgrade using a script

Use dbScript.exe to generate a SQL script. Select the option to upgrade the database and enter
the name associated with it. Then use the script in SQL Management or the SQL command line to
upgrade the provisioning database.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 116

https://docs.citrix.com/en-us/provisioning/1912-ltsr/install.html
https://docs.citrix.com/en-us/provisioning/1912-ltsr/install.html
https://docs.citrix.com/en-us/provisioning/1912-ltsr/configure/farm-configure-new.html
https://docs.citrix.com/en-us/provisioning/1912-ltsr/upgrade/upgrade-servers-in-farm.html


Citrix Provisioning™ 1912 LTSR

Rolling server upgrade using the configuration wizard

Use the configuration wizard to upgrade the provisioning database. Consider the following:

• The Citrix Provisioning configuration wizard automatically starts when the Finish button is se‑
lected once the provisioning server has been successfully upgraded.

• Use the default settings. These settings ensure that the configuration wizard retains the set‑
tings from the previous instance. On the Farm Configuration page, use the option Farm is al‑
ready configured. After collecting and reviewing all configuration information click Finish to
begin configuring the provisioning server. If the provisioning database has not been upgraded,
a message appears indicating that the database is upgraded. ClickOK.

Tip:

Verify that Citrix Provisioning is running using the services.msc snap‑in and boot a target
device to confirm it can connect to the provisioning server.

After upgrading the first provisioning server in the farm, upgrade all other servers:

1. Open the Services snap‑in, services.msc, in the MMC and stop the Citrix Provisioning
Stream Service. This process causes most, if not all, of the target devices connected to this
provisioning server to fail over to the server that has been upgraded. Run the new server and
console executables to upgrade the server and console components.

2. The configuration wizard automatically starts after clicking Finish once the provisioning server
has been successfully upgraded.

Note:

The first provisioning server updates the provisioning database.

3. Use thedefault settings. These settings ensure that the configurationwizard retains the settings
from the previous instance. On the Farm Configuration page, ensure that the option Farm is
already configured is selected. After all configuration information is collected, review the infor‑
mation on the Finish page and click Finish to begin configuring the provisioning server.

4. Repeat steps 1–3 to upgrade all other provisioning servers in the farm after upgrading the first
server.

Virtual disks

September 7, 2025
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Upgrading virtual disks involves installing the new version of the Citrix Provisioning™ target device
software on the virtual disk image.

Important:

Back up all virtual disks before upgrading to a newer product version.

In‑place upgrade

It involves two steps:

1. Start the client in private or maintenance mode.
2. Run the target device installer as described in Preparing a master target device for imaging.

Note:

Upgrading Citrix Provisioning requires local administrator privileges.

Upgrade a virtual disk using reverse imaging

Upgrade by reverse reimaging only if you cannot upgrade using in‑place upgrademethod.

The reimaging upgrade method that you choose depends on your existing Citrix Provisioning imple‑
mentation and network requirements.

Versioned virtual disk upgrade

This method reimages to a maintenance version of the virtual disk, allowing production devices to
continue running and booting from the production version of the virtual disk. After the upgraded ver‑
sionof the virtual disk is promoted toproduction, targetdeviceswill bootor reboot fromtheupgraded
virtual disk version.

Upgrade prerequisites include:

• Upgrading all Citrix Provisioning servers
• Upgrading Citrix Provisioning consoles
• Creating a backup copy of the virtual disk

To upgrade, complete the following procedure:

1. Boot the Maintenance device from themanaged virtual disk while inMaintenancemode.
2. From the product installation directory, run P2PVS.exe to reverse image using volume‑to‑

volume imaging. Select the virtual disk as the source and the hard disk drive (HDD) as the desti‑
nation. If your destination partition is on any partition other than partition 1, youmust edit the
boot.ini or bcedit partition settings before rebooting from the HDD.
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3. Reboot the Maintenance device from the HDD. Do not PXE boot.
4. On the maintenance device, uninstall 6.x target device software, and then install the latest ver‑

sion of the target device software.
5. Run the Citrix Provisioning Imaging Wizard to create a virtual disk image. Create the target de‑

vice if it does not exist, and assign the virtual disk to the target device.
6. Test streaming the new virtual disk image by booting a maintenance or test device from the

upgraded virtual disk.

Manual reverse imaging using P2PVS

Whenmanually performing reverse imaging using P2PVS, consider the following:

• Boot the provisioning target device into the virtual disk using private\maintenance mode.
• Install PVS\\_UpgradeWizard.exe or PVS\\_UpgradeWizard\\_x64.exe from the
Upgrade folder of the ISO image to get the latest P2PVS.exe. The upgradewizard can also be
installed with the Citrix Provisioningmeta‑installer using the Target Device Installation > Install
Upgrade Wizard option.

• Run P2PVS.exe from the Citrix Provisioning UpgradeWizard directory. By default, this directory
is C:\Program Files\Citrix\Citrix Provisioning Upgrade Wizard.

• Click the Frommenu and choose Provisioning Services vDisk and clickNext.
• In the partition screen, select the partitions. All system partitions, regardless of whether they
have a drive letter or not, are used in reverse imaging. Click Next.

• Click Convert on the last page to begin reverse imaging.

Note:

Reverse imaging for BIOS systems is non‑destructive. The partition table of the system is not
altered. Because Citrix Provisioning imaging is blocked base, the partition table of the local hard
disk must be the same as the partition table of the virtual disk.
Important:

Reverse imaging for UEFI systems is destructive. All partitions on the local hard disk are de‑
stroyed and re‑created to match the partitions of the virtual disk.

Upgrading vDisks manually

Use the manual upgrade as a universal approach to upgrading vDisks, or if any of the following are
true:

• The virtual disk has gone through several modifications in private imagemode.
• The original hard drive is no longer available.
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Themanual upgrademethod includes completing the following tasks:

1. Image the virtual disk back to the master target device’s hard drive.
2. Install the latest product software on the master target device.
3. Image the target device’s hard drive onto the virtual disk file.
4. Boot from the virtual disk.

Image back to amaster target device’s hard drive

There are two procedures that allow you to image a virtual disk back to a hard drive. The procedure
you select dependson the stateof thediskdrive youare imaging to. Youcan imageback to theoriginal
hard drive from which the virtual disk was created. Returning the image to the original hard drive is
the recommended method. Alternatively, you can image back using an unformatted, uninitialized
hard disk drive.

Image back to the original hard drive fromwhich the virtual disk was created

1. Boot from the virtual disk in private or shared image Mode.
2. From Windows Administrative Tools, select the Computer Management menu option. The

Computer Managementwindow appears.
3. In the tree, under Storage, select Disk Management.
4. Note the partition letter of the active partition of the original hard disk. If new, format the disk

before continuing.
5. Run the Image Builder utility on the target device. This utility is at \Program Files\Citrix\Citrix

Provisioning\P2PVS.exe.
6. Specify the drive letter of the newly created partition, or the original boot HDD partition, as the

Destination Drive. The destination drive points to the virtual disk first partition by default.
7. Proceed cloning the hard drive image to the virtual disk destination drive.
8. To connect the virtual disk to the provisioning server, from the console, set the target device to

boot from the hard drive, then PXE boot the target device. If this step is not completed properly,
the provisioning server is unable to connect with the virtual disk.

9. Uninstall the product software. For details, see the section about removing Citrix Provisioning.

Image back using an unformatted, uninitialized hard disk drive

1. Boot from the virtual disk in Private Image Mode.
2. From Windows Administrative Tools, select the Computer Management menu option. The

Computer Managementwindow appears.
3. In the tree, under Storage, select Disk Management.
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4. Create a new primary partition, as the first partition, assign a drive letter to it, and then format
the partition.

5. Right‑click on the newly created partition, then chooseMark Partition as Active.
6. Delete the boot.ini.hdisk file from the root of the virtual disk.
7. Run the Image Builder utility on the target device. This utility is at \Program Files\

Citrix\Citrix Provisioning\P2PVS.exe.
8. Specify the destinationdrive letter of the newly createdpartition, or the original bootHDDparti‑

tion, as the virtual disk. The virtual disk first points to the destination drive partition by default.
9. Clone the hard drive image to the virtual disk destination drive.

10. To connect the virtual disk to the provisioning server, from the console, set the target device to
boot from the hard drive, then PXE boot the target device. If this step is not completed correctly,
the provisioning server is unable to connect with the virtual disk.

11. Uninstall the product software. For details, see the section about removing Citrix Provisioning.

Install themaster target device software

Complete the following steps to install the latest product software on the master target Device.

1. Run the new Citrix Provisioning Server Target Device installer on the target device.
2. PXE boot the target device.

Image the hard drive

Complete the following steps to image the target device’s hard drive onto the virtual disk file:

1. Run the Image Builder utility on the target device. This utility is at \Program Files\Citrix\Citrix
Provisioning\P2PVS.exe.

2. Specify the drive letter of the newly created partition, or the original boot HDD partition, as the
destination drive. The destination drive points to the virtual disk first partition by default.

3. Clone the hard drive image to the virtual disk destination drive.

Boot from the virtual disk

Using the Citrix Provisioning console, set the target device on the provisioning server to boot from
virtual disk, then reboot the target device. The new target device is now running the new virtual disk
image.
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Upgrade a target virtual disk using in‑place upgrade

Use the information contained in this article to upgrade a target device virtual disk using the in‑place
upgrademethod.

Important:

This upgradeprocedure canonly beused for Citrix Provisioning target devices using version 7.6.1
and newer. For Provisioning Services 7.6.1 and newer, the upgraded target is installed using the
target install method, and is not upgraded using binary replacement. Citrix recommends that
you uninstall if you are using version 7.6.0 or earlier.

Boot a target device into private imagemode or amaintenance version

Use the information in this section to boot a target device in either private image mode, or to boot in
maintenance mode.

Tip:

Back up the virtual disk before upgrading before booting from private imagemode.

Boot in private imagemode

1. Shut down all other devices.
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2. Set the virtual disk that you want to upgrade to private imagemode:

a) Open the virtual disk’s properties dialog by right‑clicking the virtual disk, and choose
Properties.

b) From the Accessmode group, select Private Image (single device, read/write access):

3. Boot a target device using that virtual disk:
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Boot inmaintenancemode

1. Right‑click the standardmode virtual disk and choose the optionVersions… to open the virtual
disk Versions screen.

2. Click theNewbutton (in the upper right portionof the interface) to create amaintenance virtual
disk version:

3. Set a target device that is using that virtual disk to maintenance mode by right‑clicking on the
target, then choose the Properties option.

4. ChooseMaintenance from themenu for the property type:
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5. Boot a target device using the specified virtual disk version.

6. Choose option 1 from the boot menu that appears when booting the target device:

7. The provisioning status tray of the device resembles:
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Tip:

The virtual disk’s name is followedbya.xwherex is greater thanor equal to 1 and the extension
is .avhdx or .avhd.

Upgrade the Citrix Provisioning target device software

After booting a device into private image mode or a maintenance version, use the information in this
section to upgrade the Citrix Provisioning target device software.

To upgrade the Citrix Provisioning target device software:

1. Log into the target device using local administrator login credentials.

2. Copy the PVS_Device.exe or PVS_Device_x64.exe to the target device.

3. Right‑click the installer and choose Run as administrator.

4. Run the installer and choose all the options as you would install a fresh version.

5. Click Finish to begin the upgrade.

6. Shut down the target device.

7. Open the virtual disk version interface.

8. Click Promote to promote the virtual disk to either a test or production version:
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Tip

TheNew button is grayed out and inaccessible.

a) Test version ‑ Use this version to verify the virtual disk is fully operational before promot‑
ing it to the production version.

b) Productionversion ‑ Represents the versionusedbyall users in a full roll out of the virtual
disk to the production environment.

Configure

May 11, 2020

Use the information in this section to configure the console, farm, server, device collections, target
device, and vDisks. Citrix Provisioning streams a single shared disk image, seen as the virtual disk, in
a read‑only format to the target device which resides in a collection. These target devices communi‑
catewith the Citrix Provisioning server. Formore information, see the Citrix Provisioning architecture
article.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 127

https://docs.citrix.com/en-us/provisioning/1912-ltsr/architecture.html
https://docs.citrix.com/en-us/provisioning/1912-ltsr/architecture.html


Citrix Provisioning™ 1912 LTSR

Console

September 7, 2025

Use the Citrix Provisioning console to manage components within a provisioning farm. The console
can be installed on any machine that can access the farm. For more information, see Using the con‑
sole.

Starting the Citrix Provisioning™ console

Before starting the console, make sure that the Stream Service is started and running on the Citrix
Provisioning server. After the Configuration Wizard runs, the Stream Service starts automatically.

To start the console from the Start menu:

Select All Programs>Citrix>Provisioning Services > Citrix Provisioning Console

The console main window appears.

Common console actions

The following menu options are common tomost objects in the console:

NewWindow FromHere:

• To open a new console window, right‑click on an object in the tree or in the details pane. Select
theNewWindow fromHeremenu option.

• A new console window opens. Minimize the window to view and toggle between one or more
windows.

Refresh:

• To refresh information in the console, right‑click a folder, icon, or object, then select Refresh.

Export List:

1. To export table information from the details pane to a text or comma delimited file, select Ex‑
port from the Actionmenu.

2. Select the location where this file is saved.
3. Type or select the file name in the File name textbox.
4. Select the file type from and Save as text boxes.
5. Click Save to save the file.
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Help:
Select an object in the console, then select Help from the Actionmenu to display information about
that object.

View Options: To customize a console view:

1. Select View, then select either Add/Remove Columns, or Customize.

• If you selected Add/Remove Columns, use the Add and Remove buttons to select which
columns to display.

• If you selected Customize select the check box next to eachMMC and snap‑in view option
that displays in the console window.

2. ClickOK. The console window refreshes to display the selected options.

Performing tasks in the console

The following menu options are common when performing tasks in the console:

• Action menu: Select object‑related tasks from the Actionmenu, including boot, restart, send
message, view properties, copy, or paste properties.

• Right‑click (context menu): Right‑click a managed object to select object‑related tasks. For a
complete list of tasks, see that object’s management chapter within this guide.

• Drag and drop: Using the drag feature, you can quickly perform several common console tasks
such as:

– Move target devices by dragging them from one device collection, and dropping them on
another device collection within the same site.

– Assign a virtual disk to all target devices within a collection by dragging the virtual disk
and dropping it on the collection. The virtual disk and the collection must be in the same
site. The new virtual disk assignment replaces any previous virtual disk assignments for
that collection.

– Add a target device to a view by dragging the device, then dropping it on the view in con‑
sole’s tree. Drag a provisioning server from one site, then drop it into another site. Note:
Any virtual disk assignments that were specific to this server and any store information is
lost.

• Copy and paste: Select an object in the console window, then use the Copy and Paste right‑
clickmenu options to quickly copy one ormore properties of a virtual disk, provisioning server,
or target device, to one ormore existing vDisks, provisioning servers, or target devices. To copy
the properties of a one object type and paste those properties to multiple objects of the same
type:
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1. In the tree or details pane, right‑click the objectwhich has the properties youwant to copy,
then select Copy. The object‑specific Copy dialog appears.

2. Place a check in the check box next to each of the object properties youwant to copy, then
clickOK.

3. In the console tree, expand the directory where the object exists so that those objects dis‑
play in either the tree or details pane.

4. Right‑click on the object in the tree or details pane that you want to paste properties to,
then select Paste.

• Views: Create views containing target devices to display only those target devices that you are
currently interested in viewing or performing tasks on. Adding target devices to a view provides
a quick and easy way to perform a task on members of that view, such as: Boot, Restart, Shut‑
down, Sendmessage.

Views can be created at the site level or at the farm level. To perform a task onmembers of a view:

1. Right‑clickonviews icon, thenselect theCreateViewmenuoption. TheViewPropertiesdialog
appears.

2. Type the name and a description of the new view in the appropriate text boxes, then select the
Members tab.

3. To add target devices to this view, click the Add button. The Select Target Devices dialog ap‑
pears.

4. If you are creating the view at the farm level, select the site where the target devices reside. If
you are creating the view at the site level, the site information is already populated.

5. From themenu, select the device collection where you want to add target devices members.
6. Select from the list of target devices that display, then clickOK.
7. If necessary, continue adding target devices from different device collections within a site.
8. ClickOK to close the dialog.

For more information on views, see Managing Views.

Configuring the bootstrap from the console

When a Citrix Provisioning server starts a target device, it downloads a boot file using the Citrix Provi‑
sioning MBA or PXE‑compliant boot ROM. This file must be configured so that it contains the informa‑
tion needed to communicate with the provisioning servers. The Configure Bootstrap dialog is used
to define the IP addresses for up to four provisioning servers in the boot file.

Note:

For alternative boot methods, see Using the Manage Boot Devices Utility.

The Configure Bootstrap dialog includes the following tabs:
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• General
• Target device IP
• Server lookup
• Options

General tab

Field Description

Bootstrap file The currently selected boot file. If you want to
select a different boot file to configure, click the
Add button or Read Servers from the Database
button.

IP settings The IP Address, Subnet Mask, Gateway, and Port
for up to four provisioning servers, which
performs login processing.

Add Click the Add button to include a new
provisioning server to the file. Specify up to four
provisioning servers.

Edit Highlight an existing provisioning server from
the list, then click the Edit button to edit this
server’s IP settings.

Remove Select an existing provisioning server from the
list, then click the Remove button to remove this
server from the list of available provisioning
servers.

Move up andmove down Select an existing provisioning server, and click
to move up or down in the list of servers. The
order in which the servers appear in the list
determines the order in which the servers are
accessed if a server fails.

Read servers from database To populate the boot file with the Stream
Service IP settings already configured in the
database, click the Read Servers from Database
button. This process clears the list then
populates the list with the first four servers
found in the database.
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Target device IP tab

Field Description

Use DHCP to retrieve target device IP Select this option to retrieve target device IP;
default method.

Use static target device IP Selecting this method requires that you identify
a primary and secondary DNS and domain.

Server lookup tab

• Use DNS: Select this option to use DNS to find the server. The host name displays in the Host
name textbox. If this option is selected along with Use DHCP to retrieve Device IP option,
configure the DHCP server to provide the DNS server.

Note:

If using high availability, specify up to four provisioning servers for the sameHost nameon
your DNS server.

• Use static IP: Use the static IP address of the provisioning server from which to boot from. If
you select this option, click Add to enter the following server information, then clickOK to exit
the dialog: IP Address, Subnet Mask, Gateway, Port (default is 6910).

Note:

If using high availability (high availability), enter up to four provisioning servers. If you are
not using high availability, only enter one. Use the Move Up and Move Down buttons to
sort the servers boot order. The first one listed is the server that the target device attempts
to boot from.

Options tab

Field Description

Verbose mode Select the Verbose Mode option if you want to
monitor the boot process on the target device
(optional) or view systemmessages.

Interrupt safe mode Select Interrupt Safe Mode if you are having
trouble with your target device failing early in
the boot process.
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Field Description

Advancedmemory support This setting enables the bootstrap to support
newer Windows OS versions and is enabled by
default. Only disable this setting if your target
device is hanging or behaving erratically in early
boot phase.

Network recovery method This field includes: Restore Network
Connections. Selecting this option results in the
target device attempting indefinitely to restore
its connection to the provisioning server.
Reboot to Hard Drive, a hard drive must exist
on the target device. Selecting this option
instructs the target device to perform a
hardware reset to force a reboot after failing to
re‑establish communications. The user
determines the number of seconds to wait
before rebooting. Assuming the network
connection cannot be established, PXE fails, and
the system reboots to the local hard drive. The
default number of seconds is 50, to be
compatible with high availability configurations.

Logging polling timeout Enter the time, in milliseconds, between retries
when polling for provisioning servers. Each
server is sent a login request packet in sequence.
The first responding server is used. In systems
that are not highly available, this time‑out
simply defines how often to retry the single
available provisioning server with the initial
login request. This time‑out defines how quickly
the round‑robin routine switches from one
server to the next in trying to find an active one.
The valid range is from 1,000 milliseconds to
60,000 milliseconds.
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Field Description

Login general timeout Enter the time‑out, in milliseconds, for all login
associated packets. Do not include the initial
login polling time‑out. This time‑out is longer
than the polling time‑out. The server needs time
to contact all associated servers, some of which
are down and requiring retries and time‑outs
from the server to the other servers. This
process determines if they are online or not. The
valid range is from 1,000 milliseconds to 60,000
milliseconds.

Configuring the bootstrap file

1. In the console, select a provisioning server within the Servers folder in the tree, then select
Configure bootstrap from the Actions pane or the context menu. The Configure Bootstrap
dialog appears.

Select the boot file that was copied to the directory you selected during the Citrix Provisioning
server setup. The server returns the list of bootstrap files found under Citrix Provisioning Pro‑
gram Data. As a result, the server must be active for the Configure Bootstrap menu item to
appear.

Important:

If a previous version of Citrix Provisioning was installed on this server, you must change the
default location from:

1 C:\\Program Files\\Citrix\\Citrix Provisioning

to:

1 C:\\Documents and Settings\\All Users\\Application Data\\Citrix\\
Citrix Provisioning\\Tftpboot

If thedefault is not changed, thebootstrap file cannotbe configured fromthe console and target
devices fail to boot. A ‘Missing TFTP’error message appears.

If you installed the console on a separate machine, select the path of the remote provisioning
server (which has boot services installed).

2. The ConfigurationWizardwrites the list of IP addresses to the database for the server. Selecting
Read Servers from the Database gets the first IP and port for the server and populates it into
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the list. This step is performedwhen the list is blank, or to replace thewhole listwith newvalues.
These values are set in the Streaming network cards section of the Configuration Wizard’s
Network Communications page. Citrix Provisioning uses the first network card selected.

3. Choose from the following options:

• Optionally select theVerboseMode option if youwant tomonitor the boot process on the
target device. This option enables systemmessaging on the target device.

• Select Interrupt Safe Mode if the target device hangs early in the boot process.
• Select the Advanced Memory Support option to enable the bootstrap to support newer
Windows OS versions. Advanced Memory Support is enabled by default. Only disable this
setting if your target device is hanging or behaving erratically in early boot phase.

4. Select from the following Network Recovery Methods:

• Restore Network Connections ‑ Selecting this option results in the target device attempt‑
ing, indefinitely, to restore its connection to the Citrix Provisioning server.

• Reboot to Hard Drive ‑ Selecting this option instructs the target device to perform a hard‑
ware reset. This process forces a reboot after failing to re‑establish communications for a
defined number of seconds. The user determines the number of seconds to wait before
rebooting. Assuming the network connection cannot be established, PXE fails, and the
system reboots to the local hard drive. The default number of seconds is 50. Click the
Browse button to search for and select the folder created in Step 1, or enter a full path or
UNC name.

Important:

If the partition containing the vDisks is formatted as a FAT file system, a message displays
a warning, resulting in suboptimal performance. Citrix® recommends that you use NTFS
to format the partition containing the vDisks. Do not change the address in the Port field.

All boot services (PXE, TFTP) must be on the same NIC (IP). But the Stream Service can be
on a different NIC. The Stream Service allows you to bind to multiple IPs (NICs).

5. Configure the following:

Login Polling Timeout

Enter the time, in milliseconds, between retries when polling for servers. Each server is sent
a login request packet in sequence. The first responding server is used. This time‑out simply
defines how often to retry the single available server with the initial login request. This time‑
out defines how quickly the round‑robin routine switches from one server to the next, in trying
to find an active server. The valid range is from 1,000 milliseconds to 60,000 milliseconds.

Login General Timeout
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Enter the time‑out, in milliseconds, for all login associated packets. Do not include the initial
login polling time‑out. The valid range is from 1,000 milliseconds to 60,000 milliseconds.

6. ClickOK to save your changes.

Enable asynchronous I/O using the Citrix Provisioning console

Enable Asynchronous I/O streaming functionality for a virtual disk directly from the provisioning con‑
sole. In the virtual disk properties screen, select Asynchronous IO.

Tip:

For more information, see Improving performance with asynchronous I/O streaming.

Farm

September 13, 2025
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Use the information in this section to configure a farm using the Citrix Provisioning™ console. This
section includes information about the following elements:

• General Tab
• Security Tab
• Groups Tab
• Licensing Tab
• Options Tab
• Virtual disk Version Tab
• Status Tab
• Problem Report Tab

The tables that follow identify and describe properties on each tab of the Farm Properties dialog.

General tab

Field Description

Name Enter or edit the name of this farm.

Description Enter or edit a description for this farm.
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Security tab

Field Description

Add button Click the Add button to apply farm administrator
privileges to a group. Check each box next the
groups to which farm administrator privileges
apply.

Remove button Click the Remove button to remove groups from
those groups with farm administrator privileges.
Check each box next the groups to which farm
administrator privileges do not apply.

Groups tab

Field Description

Add button Click the Add button to open the Add System
Groups dialog. To display all security groups,
leave the text box set to the default *. To display
groups, type part of the name using wildcards *.
For example, if you want to see
MY_DOMAIN\Builtin\Users, type: User*,
Users, or ser. However, if you type
MY_DOMAIN\Builtin\*, you get all groups,
not just those groups in the MY_DOMAIN\Builtin
path. Select the check boxes next to each group
included in this farm. Note: Filtering on groups
was introduced in 5.0 SP2 for efficiency
purposes.

Remove button Click the Remove button to remove existing
groups from this farm. Highlight the groups to
which privileges do not apply.

Licensing tab
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Field Description

License server name Type the name of the Citrix License Server in this
textbox.

License server port Type the port number that the license server
uses or accept the default, which is 27000.

Options tab

Field Description

Auto add When using this feature, select the site used by
new target devices. If the No default site is
chosen, the site of that Citrix Provisioning server
that logs in the target device is used. Use the No
default site setting if your farm has site scoped
PXE/TFTP servers. Important: Enable this
feature when adding new target devices.
Enabling this feature results in computers being
added without the approval of a farm
administrator.

Auditing Enable or disable the auditing feature for this
farm.

Offline database support Enable or disable the offline database support
option. This option allows servers within this
farm to use a snapshot of the database in case
the connection is lost.

Virtual disk version tab

Field Description

Alert if number of versions from base image
exceeds

Set an alert if the number of versions from the
base image is exceeded.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 139



Citrix Provisioning™ 1912 LTSR

Field Description

Default access mode for newmerge versions Select the access mode for the virtual disk
version after a merge completes. Options
include; Maintenance, Test (default), or
Production. Note: If the access mode is set to
Production and a test version exists, the state of
the resulting auto‑merged version is
automatically set toMaintenance or Test. If a
Maintenance version exists, an automatic merge
is not performed.

Merge after automated virtual disk update, if
over alert threshold

Enable automatic merge. Enable the automatic
merge feature if the number or virtual disk
versions exceeds the alert threshold. Minimum
value is 3 andmaximum value is 100.

Status tab

Field Description

Status of the farm Provides database status information and
information on group access rights being used.

Problem report tab

Field Description

My Citrix Name Enter your Citrix username.

Password Enter the password associated with the Citrix
user name.

Confirm Password Confirm the password associated with the Citrix
user name.

Note:

The password is not saved because a login token is acquired. For more information, see CIS
Problem Reporting
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Using the console to configure a farm

Run the ConfigurationWizard on a provisioning serverwhen creating a farm, adding newprovisioning
servers to an existing farm, or reconfiguring an existing provisioning server.

If all provisioning servers in the farm share configuration settings such as site and store information,
consider
Running the Configuration Wizard Silently.

Configuration wizard settings

Before running the Configuration Wizard, be prepared to make the following selections:

• Network topology
• Identify the farm
• Identify the database
• Identify the site
• Citrix License Server settings
• SelectNetwork Cards for the Stream Service
• Configure bootstrap Server

Note:

If errors occur during processing, the log is written to a ConfigWizard.log file, which is at
C:\ProgramData\Citrix\Citrix Provisioning.

Tip:

The Configuration Wizard was modified at release 7.12 to include support for Linux streaming.
See the installation article for information about the Linux streaming component.

Starting the configuration wizard

The Configuration Wizard starts automatically after Citrix Provisioning software is installed. The wiz‑
ard can also be started by selecting Start > All Programs > Citrix > Citrix Provisioning > Citrix Pro‑
visioning ConfigurationWizard.

Network topology

Complete the network configuration steps that follow.

1. Select the network service to provide IP addresses
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Note: Use existing network services if possible. If existing network services cannot be used,
choose to install the network services that are made available during the installation process.

To provide IP addresses to target devices, select from the following network service options:

• If theDynamicHostConfigurationProtocol (DHCP) service is on this server, select the radio
button next to one of the following network services to use, then clickNext:
– Microsoft DHCP
– Citrix Provisioning BOOTP service
– Other BOOTP or DHCP service

• If the DHCP service is not on this server, select the radio button next to The service is
running on another computer, then clickNext.

2. Select the network service to provide PXE boot information

Each target device downloads a boot file from a TFTP server.

Select the network service to provide target devices with PXE boot information:

• If you use Citrix Provisioning to deliver PXE boot information, selectThe service that runs
on this computer. Then select from either of the following options, then click Next:
– Microsoft DHCP (options 66 and 67)
– Citrix Provisioning PXE Service

• If Citrix ProvisioningdoesnotdeliverPXEboot information, selectThe information ispro‑
vided by a service on another device option, then click Next.

Identify the farm

1. Select from the following farm options:

• Farm is already configured
Select this option to reconfigure an existing farm, then continue on to the Configure user
account settings procedure. This option only appears if a farm exists.

• Create the farm

a) On the Farm Configuration dialog, select the Create Farm radio button to create a
farm, then clickNext.

b) Use theBrowse button to browse for existing SQL databases and instances in the net‑
work, or type the database server name and instance. Optionally, enter a TCP port
number to use to communicate with this database server.
Note: The combination of the database name and farm name must not exceed 54
characters. In such cases, the farm name displays as a truncated entry in the Existing
Farms screen.
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c) To enable databasemirroring, enable the Specify databasemirror failover partner
option. Use the Browse button to identify the failover database server and instance
names. Optionally, enter a TCP port number to use to communicate with this server.

d) ClickNext to continue to the next step, select the database location.

• Join an existing farm
a) On the FarmConfigurationdialog, select the Join Existing Farm radio button to add

this provisioning server to an existing farm, then clickNext.
b) Use the Browse button to browse for the appropriate SQL database and instance

within the network.
c) Select the farm name that displays by default, or scroll to select the farm to join.

Note: More than one farm can exist on a single server. This configuration is common
in test implementations.

d) To enable databasemirroring, enable the Specify databasemirror failover partner
option Type or use the Browse button to identify the failover database server and
instance names. Optionally, enter a TCP port number to use to communicate with
this server.

e) ClickNext.
f) Select from the following site options, then clickNext:

– Existing Site: Select the site from themenu to join an existing site.
– New Site: Create a site by typing the name of the new site and a collection.

Continue on to configure the user account settings.

Identify the database

Only one database exists within a farm. To identify the database:

1. If the database server location and instance have not yet been selected, complete the following
procedure.

a) On the Database Server dialog, click Browse to open the SQL Servers dialog.
b) Fromthe list of SQLServers, select thenameof the serverwhere this databaseexists. Spec‑

ify the instance to use (to use the default instance, SQLEXPRESS, leave the instance name
blank). In a test environment, this configuration can be a staged database.
Note: Rerunning the Configuration Wizard to add extra provisioning server database en‑
tries, populates the Server Name and Instance Name text boxes. By default, SQL Server
Express installs as an instance named SQLEXPRESS.

c) ClickNext. If this database is a new farm, continue on to the Defining a Farm procedure.

2. To change the database to a new database

a) On the old database server, perform a backup of the database to a file.
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b) On the new database server, restore the database from the backup file.
c) Run the Configuration Wizard on each Citrix Provisioning server.
d) Select Join existing farm on the Farm Configuration dialog.
e) Enter the new database server and instance on the Database Server dialog.
f) Select the restored database on the Existing Farm dialog.
g) Select the site that the provisioning server was previously amember of on the Site dialog.
h) ClickNext until the Configuration Wizard finishes.

3. Define a farm. Select the security group to use:

• Use Active Directory groups for security
Note: When selecting the Active Directory group to act as the farm administrator from
the menu, choices include any group the current user belongs to. This list includes Built
in groups, which are local to the current machine. Avoid using these groups as adminis‑
trators, except for test environments. Some group names might be misleading and ap‑
pear to be domain groups, but are local domain groups. For example, ForestA.local/
Builtin/Administrators.

• Use Windows groups for security

4. ClickNext.

Continue on to select the license server.

Create a store for a new farm

A new store can be created and assigned to the Citrix Provisioning server being configured:

Note: The Configuration Wizard only allows a server to create or join an existing store if it is new to
the database. If a server exists in the database and it rejoins a farm, the Configuration Wizard might
prompt the user to join a store or create a store. During this process, the selection is ignored.

1. On theNew Store page, name the new Store.
2. Browseor enter thedefault path (for example: C:\PVSStore) touse toaccess this store, then click

Next. If an invalid path is selected, an error message appears. Reenter a valid path, then con‑
tinue. The default write cache location for the store is located under the store path for example:
C:\PVSStore\WriteCache.

Identify the site

When joining an existing farm, identify the site where this provisioning server is a member. Identify
a site by either creating a site or selecting an existing site within the farm. When a site is created, a
default target device collection is automatically created for that site.
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Select the license server

1. Enter the name (or IP address) and port number of the license server (default is 27000). The
provisioning servermust be able to communicate with the license server to get the appropriate
product licenses.

2. Optionally, select the check boxValidate license server version and communication. This op‑
tion verifies that the license server can communicate with this server and that the appropriate
version of the license server is used. If the server is not able to communicate with the license
server, or the wrong version of the license server is being used, an error message appears. You
cannot proceed.

3. ClickNext to continue on to configure user account settings.

Configure user account settings

The Stream and Soap services run under a user account. Configure data reader and data writer data‑
base roles automatically using the Configuration Wizard to provide database access privileges to a
user account.

1. On the User Account dialog, select the user account that the Stream and Soap services run
under:

• Network service account (minimum privilege local account that authenticates on the net‑
work as computers domain machine account).

• Specifieduser account (requiredwhenusingaWindowsShare; workgroupordomainuser
account). Type the user name, domain, and password information in the appropriate text
boxes.

2. ClickNext, then continue on to selecting network cards for the Stream Service.

Groupmanaged service accounts

Citrix Provisioning supports Group Managed Service Accounts (gMSA). These accounts are managed
domain accounts providing automatic passwordmanagement and simplified SPNmanagement over
multiple servers.
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Deploy certificates

Youmust select a certificate for all the servers in the farm if you want to:

• Join your farm to a Citrix Virtual Apps and Desktops™ site
• Use the Imaging Wizard for Linux targets
• Provision targets using the Citrix Provisioning API

Use the Citrix Provisioning ConfigurationWizard to add the proper certificate from the local Computer
personal certificates (My) store.

Note:

We recommend to use a CA‑signed certificate but you can use a self‑signed certificate if neces‑
sary.

For deploying a certificate:

1. Import the certificate into My store on the Citrix Provisioning server.
2. Install the root of trust of the certificate in the trusted root store of the client machines where

connections are made (PVSAPI, Linux machine that is imaged and Citrix Virtual Apps and Desk‑
tops Delivery Controller).
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Note:

The set of operations depends on whether you use a CA‑signed certificate or self‑signed certifi‑
cate.

1. Run the Configuration Wizard. On the SSL Configuration page, select the certificate to use.

Use a CA‑signed certificate The CA‑signed certificatemust include both public and private key and
the private key must be exportable.

1. Import the certificate into My store on the Citrix Provisioning server.

1 Import-Certificate -FilePath <crt file> -CertStoreLocation Cert:\
LocalMachine\My

2. If thecertificateauthority root certificate isnot in the trusted root store (Cert:\LocalMachine
\Root) on every client machine, then add it on all client machines. However, this step is
usually not required when using a public CA‑signed certificate.

Use a self‑signed certificate

1. Create a self‑signed certificate.

1 $cert = New-SelfSignedCertificate -DnsName $PVS_SERVER_FQDN -
CertStoreLocation cert:\LocalMachine\My

2 $cert_thumbprint = $cert.Thumbprint

Note:

When you create a certificate, you can specify multiple -DnsName, separated by a
comma. This adds Subject Alternative Names to the certificate, one for each DnsName.
When using the PVS API, you can connect using any of these names. Example: You can
use ‑DnsName “servername.domain”, “servername”. Then, using PVS API connect with
‑PvsServerAddress “servername.domain”or ‑PvsServerAddress “servername”.

2. Export the certificate to the .cer file without its private key.

1 Export-Certificate -Cert $cert -FilePath $CERT_FILE

3. On each client machine, import the exported self‑signed into the Cert:\LocalMachine\
Root trusted root store on the client.

1 $file = ( Get-ChildItem -Path $CERT_FILE )
2 $file | Import-Certificate -CertStoreLocation Cert:\LocalMachine\

Root
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Use Configuration Wizard to deploy certificate Use the Citrix Provisioning Configuration Wizard
to add the proper certificate from the local Computer personal certificates (My) store.

The SSL Configuration page displays the certificate that is imported intoMy store on the Citrix Provi‑
sioning Server.

Tip:

When the Soap SSL Configuration page first loads, the certificate is highlighted which gives the
appearance that it is selected. Ensure that the certificate is selected, it appears as a blue item in
the table.

Select network cards for the stream service

1. Select the check box next to each of the network cards that the Stream Service can use.

2. Enter the base port number that is used for network communications in the First communica‑
tions port: text box.

Note:

Aminimumof 20 ports are requiredwithin the range. All provisioning serverswithin a farm
must use the same port assignments.
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3. Select the Soap Server port (default is 54321) to use for Console access, then clickNext.

Continue on to select the bootstrap server.

Configure the bootstrap server

1. Select the bootstrap server. To use the TFTP service on this provisioning server:

a) Select the Use the TFTP Service option, then enter or browse for the boot file. The de‑
fault location is: C:\Documents and Settings\All Users\ProgramData\Citrix\Provisioning
Services\Tftpboot
If a previous version of Citrix Provisioning was installed on this server, and the default lo‑
cation is:
C:\Program Files\Citrix\Provisioning Services\TftpBoot
run the Configuration Wizard to change the default location to:
C:\DocumentsandSettings\AllUsers\ProgramDataorApplicationData\Citrix\Provisioning
Services\Tftpboot
If the default is not changed, the bootstrap file cannot be configured from the Citrix Provi‑
sioning console and target devices fail to boot. The message ‘Missing TFTP’appears.

b) ClickNext.

2. Select Provisioning Servers to use for the boot process:

a) Use the Add button to add more provisioning servers to the list. The Edit button to edit
existing information, or to remove the server from the list. Use theMoveuporMovedown
buttons to change the server boot preference order. The maximum length for the server
name is 15 characters. Do not enter the FQDN for the server name. In a high availability
implementation, at least two provisioning servers must be selected as boot servers.

b) Optionally, highlight the IP address of the provisioning server that target devices boot
from, then click Advanced. The Advanced Stream Servers Boot List appears.
The following list describesadvancedsettings that youcanchoose from. Aftermakingyour
selections, clickOK to exit the dialog, then clickNext to continue.

• Verbose mode: Select the Verbose Mode option if you want to monitor the boot process
on the target device (optional) or view systemmessages.

• Interrupt safemode: Select Interrupt Safe Mode if you are having trouble with your tar‑
get device failing early in the boot process. This option enables debugging of target device
drivers that exhibit timing or boot behavior problems.

• Advanced memory support: This setting enables the bootstrap to support newer Win‑
dows OS versions and is enabled by default. Disable this setting on Windows Server OS
32 bit versions that do not support PXE. Or if your target device is hanging or behaving
erratically in early boot phase.
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• Network recoverymethod:
– Restore Network Connections: Selecting this option results in the target device at‑
tempting indefinitely to restore its connection to the provisioning server.

Note:
Because the Seconds field does not apply, it becomes inactive when selecting
the Restore Network Connections option.

– Reboot to Hard Drive: (A hard drive must exist on the target device). Selecting this
option instructs the target device to perform a hardware reset to force a reboot af‑
ter failing to re‑establish communications for a defined number of seconds. The user
determines the number of seconds to wait before rebooting. Assuming the network
connection cannot be established, PXE fails, and the system reboots to the local hard
drive. The default number of seconds is 50, to be compatible with high availability
configurations.

• Logon polling timeout: Enter the time in milliseconds between retries when polling for
provisioning servers. Each server is sent a login request packet in sequence. The first re‑
sponding server is used. In non‑HA configurations, this time‑out simply defines how often
to retry the single available serverwith the initial login request. This time‑out defines how
quickly the round‑robin routine switches from one server to the next in trying to find an
active server. The valid range is from 1,000 milliseconds to 60,000 milliseconds.

• Log in general timeout: Enter the time‑out in milliseconds for all login associated pack‑
ets, except the initial login polling time‑out. The time‑out is longer than the polling time‑
out because the server needs time to contact all associated servers, some of which are un‑
reachable. Unreachable servers require retries and time‑outs from theprovisioning server
to the other provisioning servers to determine if they online. The valid range is from 1,000
milliseconds to 60,000 milliseconds.

3. Verify that all configuration settings are correct, then click Finish.

Bootstrap configurations can be reconfigured by selecting the Configure Bootstrap option from the
Provisioning Services Actionmenu in the console.

Server

September 7, 2025

You typically perform the following tasks when configuring Citrix Provisioning™ servers in your
farm.
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Important:

After changing a provisioning server’s properties, restart the StreamService to implement those
changes. Use caution when restarting services. If target devices are connected to the server,
changes can prevent the device from reconnecting. The IP address field on the Network tab
must reflect the real static IP address of the server.

Note:

A single provisioning server supports up to 4,095 target devices.

Provisioning server properties

On the Citrix Provisioning console, the Server Properties dialog allows you to modify provisioning
server configuration settings.

Note:

Avoid modifying any of the settings if the current settings are working without any issues.

To view existing properties, choose one of the following methods:

• Highlight a provisioning server, then select Properties from the Actionmenu.
• Right‑click a provisioning server, then select Properties.
• If thedetails pane is open, highlight aprovisioning server, then select thePropertiesmenu item
from the list of actions.

The Server Properties dialog includes the following tabs:

• General
• Network
• Stores
• Options
• Logging

Tip:

Citrix Provisioning displays a message when a change made on a Server Properties dialog re‑
quires a server reboot.

General tab
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Field Description

Name and description Displays the name of the provisioning server and
a brief description. The maximum length for the
server name is 15 characters. Do not enter FQDN
for the server name.

Power rating A power rating is assigned to each server, which
is then used when determining which server is
least busy. The administrator defines the scale
to use. For example, an administrator rates all
servers on a scale of 1–10, or on a scale of 100–
1000. On a scale of 1–10, a server with a rating of
2 is considered twice as powerful as a server
with a rating of 1. Therefore it would be assigned
twice as many target devices. When using a scale
of 100–1000, a server with a power rating of 200
is considered twice as powerful as a server with
the rating of 100. Therefore it would also be
assigned twice as many target devices. Using the
default setting of 1.0 for all servers results in
even device loading across servers. In this case,
the load balancing algorithm does not account
for individual server power. Ratings can range
between 0.1‑1000.0. 1.0 is the default.

Log events to the server’s event log Select this option if you want this provisioning
server’s events captured in the Windows Event
log.

Server tab

The following options are assessable in the Advanced Server Propertieswindow.
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Field Description

Threads per port Number of threads in the thread pool that
service UDP packets received on a given UDP
port. Between four and eight are reasonable
settings. Larger numbers of threads allowmore
target device requests to be processed
simultaneously, but consumesmore system
resources.

Buffers per thread Number of packet buffers allocated for every
thread in a thread pool. Make the number of
buffers per thread large enough to enable a
single thread to read one I/O transaction from a
target device. Buffers per thread are ideally be
set to IOBurstSize /
MaximumTransmissionUnit + 1. Setting
the value too large consumes extra memory, but
does not hurt efficiency. Setting the value too
small consumes less RAM, but detrimentally
affects efficiency.

Server cache timeout Every server writes status information
periodically to the Citrix Provisioning database.
This status information is time‑stamped on
every write. A server is accessible by other
servers in the farm if the status information in
the database is newer than the server cache
timeout seconds. Every server in the farm
attempts to write its status information every 2
seconds, at twice the timeout rate. A shorter
server cache timeout value allows servers to
detect offline servers more quickly, at the cost of
extra database processing. A longer Server
cache timeout period reduces database load at
the cost of a longer period to detect lost servers.
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Field Description

Local and concurrent I/O limits Controls the number of concurrent outstanding
I/O transactions that can be sent to a given
storage device. A storage device is defined as
either a local drive letter (C: or D: for example) or
as the base of a UNC path, for example
\ServerName. Since Citrix Provisioning is a
highly multi‑threaded service, it is possible for it
to send hundreds of simultaneous I/O requests
to a given storage device. Requests are
generated by the device and processed when
time permits. Some storage devices, Windows
Network Shares most notably, do not deal with
this large number of concurrent requests well.
They can drop connections, or take
unrealistically long to process transactions in
certain circumstances. You achieve better
performance with these types of devices when
you throttle the concurrent I/O transactions. A
local device is defined as any device starting with
a drive letter. A remote device is defined as any
device starting with a UNC server name. Defining
a device is a simple way to achieve separate
limits for network shares and for local drives. If a
slowmachine provides a network share, or slow
drives exist on the machine, a count of 1–3 for
the remote limit is necessary. This configuration
achieves the best performance with the share. If
you are using fast local drives, youmight be able
to set the local count fairly high. Only empirical
testing would provide you with the optimum
setting for a given hardware environment.
Setting either count to 0 disables the feature and
allows Citrix Provisioning to run without limits.
This configuration might be desirable on fast
local drives. If a network share is overloaded,
more device retries and reconnections during
boot storms occurs. Boot storms occur when
read/write and open file times are greater than
60 seconds. Throttling the concurrent I/O
transactions on the share reduces these types of
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Network tab

Field Description

Maximum transmission unit Number of bytes that fit in a single UDP packet.
For standard Ethernet, the default value is
correct. If you are attempting to operate over a
WAN, then a smaller value is needed to prevent
IP fragmentation. Citrix Provisioning does not
currently support IP fragmentation and
reassembly. If you are using a device or software
layer that adds bytes to every packet for security
reasons, a smaller value is needed. If your entire
infrastructure supports jumbo packets you can
set the MTU to 50 bytes less than your jumbo
packet max size to achieve much higher network
throughput.

I/O burst size The number of bytes transmitted in a single
read/write transaction before an ACK is sent
from the server or device. The larger the I/O
burst, the faster the throughput to an individual
device, but the more stress placed on the server
and network infrastructure. Also, larger I/O
Bursts increase the likelihood of lost packets and
costly retries. Smaller I/O bursts reduce single
client network throughput, but also reduce
server load. Smaller I/O bursts also reduce the
likelihood of retries. I/O Burst Size / MTU size
must be <= 32, that is, only 32 packets can be in a
single I/O burst before an ACK is needed.

Socket communications Enable non‑blocking I/O for network
communications.

Pacing tab
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Field Description

Boot pause records The amount of time that the device pauses if the
Maximum devices booting limit has been
reached. The device displays a message to the
user and then waits before attempting to
continue to boot. The device continues to check
with the server every Boot pause seconds until
the server allows the device to boot.

Maximum boot time The amount of time a device is considered in the
booting state. Once a device starts to boot, the
device is considered booting until the Maximum
boot time has elapsed for that device. After this
period, it will no longer be considered booting
even if the device has not finished booting.
Maximum boot time is the time limit per device
for the booting state for boot pacing.

Maximum devices booting Themaximum number of devices a server boots
at one time before pausing new booting devices.
The number of booting devices must drop below
this limit before the server allows more devices
to boot.

Virtual disk creation pacing Amount of pacing delay to introduce when
creating a virtual disk on this provisioning server.
Larger values increase the virtual disk creation
time, but reduce provisioning server overhead to
allow target devices that are running, to
continue to run efficiently.

Device tab

Field Description

License timeout Amount of time since last hearing from a target
device to hold a license before releasing it for use
by another target device. If a target device shuts
down abnormally (loses power for example) its
license is held for the specified timeout period.
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Network tab

Field Description

IP address The IP addresses that the stream service uses for
a target device to communicate with this
provisioning server. When you add a new server,
enter the valid IP address for the new server. The
following fields are including when viewing IP
address information: Add—Add an IP address
for the selected server. Edit—Opens the IP
address dialog so that the IP address for the
selected server can be changed. Remove—
Removes the selected IP address from the list of
available IP addresses for the selected
provisioning server.

Ports Enter the First and Last UDP port numbers to
indicate a range of ports to be used by the
Stream Service for target device
communications. Note: Theminimum is five
ports in a range. The default first port number is
6910 and the last port number is 6930.

Stores tab
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Field Description

Stores Lists all stores (logical names representing
physical paths to vDisks that are available to this
provisioning server. This field includes the
following options: Add—Opens the Store
Properties dialog. A new store and that store’s
properties are included in the list of stores,
overriding the default path. Edit—Opens the
Store Properties dialog so that the store’s
properties can be changed. Select an existing
store, then click Edit to change that store’s
properties. Remove—Removes the selected
store from the list of available stores for this
provisioning server.
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Field Description

Store properties Includes the following fields: Store—The name
of the store. This field displays when editing an
existing store. For a new store, select the store
from themenu. Path used to access the store—
The store path is only required if you need to
override the ‘default path’configured in the
store properties. If the default path in the store
properties is valid for this server, leave the path
for the store blank in the server store properties.
Note: If you are setting an override store path in
the Server’s Properties dialog, set the path
before creating a version of the virtual disk.
Because this path information is stored and
referenced in .vhdx header information,
changing the path after versioning possibly
causes unexpected results. Write cache paths
—Click the Add or Edit buttons to open the
Write cache path dialog, then enter the
appropriate write cache path for this store.
Select an existing path from the list, then click
Remove to remove the paths association with
the store. Use theMove Up andMove Down
buttons to change the order of cache path
priority. If configured for high availability, the
order that the cache paths are listed must be the
same order for each server.

Options tab
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Field Description

Active directory Automate computer account password updates
—If target devices are domain members, and
require renegotiation of machine passwords
between Windows Active Directory and the
target devices, select the Automate computer
account password updates. Use the slider to
set the number of days between renegotiation.

Enable automatic virtual disk updates Check to enable vDisks to update automatically,
then set the time of day to check for updates.

Logging tab

Field Description

Logging level Select from the following logging level options:
TRACE—TRACE logs all valid operations.
DEBUG—The DEBUG level logs details related
to a specific operation and is the highest level of
logging. If logging is set to DEBUG, all other
levels of logging information are displayed in the
log file; INFO—Default logging level. The INFO
level logs information about workflow, which
generally explains how operations occur. WARN
—The WARNING level logs information about an
operation that completes successfully, but there
are issues with the operation. ERROR—The
ERROR level logs information about an operation
that produces an error condition. FATAL—The
FATAL level logs information about an operation
that the system cannot recover from.

File size maximum Enter the maximum size that a log file can reach
before a new file is created.

Backup files maximum Enter the maximum number of backup log files
to retain. When this number is reached, the
oldest log file is automatically deleted.
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Copying and pasting properties

To copy the properties of one provisioning server to another provisioning server:

1. Right‑click on the provisioning server to copy properties from, then select Copy server prop‑
erties. The Copy Server Properties dialog appears.

2. Enable the check box next to each property to copy, or click the Select all button to copy all
properties.

3. Click Copy. Right‑click on the provisioning server that you want to copy properties to, then
select Paste.

Configuring Citrix Provisioning servers manually

If you are setting up a remote provisioning server, or have special requirements, configure, and start
your streamservicesmanually. Run theConfigurationWizardon remoteprovisioning servers to insure
that all settings are configured properly. Failure to run the Configuration Wizard makes it impossible
for you to map a virtual disk.

Rerunning the configuration wizard

TheConfigurationWizard canbe usedwhenupdating the StreamService of the IP address of your pro‑
visioning server changes. If you change your provisioning server’s IP address for any reason, rerun the
configuration wizard and choose the new IP address when prompted. Completing the Configuration
Wizard resets the appropriate IP addresses in the configuration and restarts the Stream Service.

Starting and configuring the stream servicemanually

After configuring the Stream Service, you must start the service for the change to take effect. Citrix®
recommends setting the service to start automatically each time a provisioning server starts.

Note:

TheConfigurationWizard starts and configures thenecessary services to start automatically. Use
the instructions in this section. If you need to start and configure the services manually.

Start the Stream Service for the provisioning server to operate. Start the following boot services if
they have not yet been started:

• BOOTP Service or PXE Service
• TFTP Service

Tomanually start services:
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1. From theWindows Startmenu, select Settings, and then click Control Panel.
2. From the Control Panel, double‑click the Administrative Tools icon.
3. From theAdministrative Toolswindowdouble‑click on theServices icon. TheServiceswindow

appears.
4. From the Serviceswindow, right‑click on the service you want to start, then select Start.

To manually configure services to start automatically upon booting the provisioning server:

1. From theWindows Startmenu, select Settings, then click Control Panel.

2. From the Control Panel, double‑click the Administrative Tools icon.

3. From theAdministrative Toolswindowdouble‑click on theServices icon. TheServiceswindow
appears.

4. Right‑click the service you want to configure, then select Properties.

5. Change theStartupType toAutomatic to configure the service to start automatically each time
the system boots.

Deleting a provisioning server

Occasionally, you have to delete a provisioning server from the list of available servers in a farm.

Note:

Before you can delete a provisioning server, first mark the server as down or take the server off
line, otherwise the Deletemenu option fails to appear. The stream service cannot be deleted.

When you delete a provisioning server, you do not affect virtual disk image files or the contents of the
server drives. However, you do lose all paths to the virtual disk image files on that server.

After you delete a server, target devices are no longer assigned to any virtual disk image files on that
server. The target device records remain stored in the Virtual LAN Drive database, but the device can‑
not access any virtual disk that was associated with the deleted server.

Note:

If there are vDisks associatedwith the provisioning server being deleted, Citrix recommends that
you create backup copies and store them in the virtual disk directory before deleting.

To delete a provisioning server:

1. In theCitrix Provisioning console, highlight theprovisioning server that youwant todelete, then
select Show connected devices from the Actionmenu, right‑click menu, or Action pane. The
Connected Target Devices dialog appears.
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2. In the Target Device table, highlight all devices in the list, then click Shutdown. The Target
Device Control dialog appears.

3. Type a message to notify target devices that the provisioning server is being shut down.
4. Scroll to select the number of seconds to delay after the message is received.
5. If the Stream Service is running on the provisioning server, stop the Stream Service. For more

information, see Starting, Restarting, or Stopping the Stream Service.
6. Unassign all target devices from the provisioning server.
7. Highlight the server you want to delete, then choose Delete from the Actionmenu, right‑click

menu, or Action pane. A delete confirmation message appears.
8. Click Yes to confirm the deletion. The provisioning server is deleted and no longer displays in

the console.

To decommission a provisioning server:

1. Verify if any provisioned clients are owned by the provisioning server you want to remove. If a
provisioned client exists, shut it down.

2. If provisioned clients are owned bymultiple servers, stop the stream service.
3. In the Citrix Provisioning console on the remaining provisioned server, the server appears as

down, or, offline. Select the server, right click, and select Delete in the contextual menu.
4. Shut down the system or uninstall the provisioning server.

Starting, stopping, or restarting a server

Tip:

Starting, stopping, or restarting Citrix Provisioning can possibly result in unexpected behavior.
For more information, see Servers.

To start, stop, or restart Citrix Provisioning Services on a provisioning server:

1. Highlight the provisioning server in the Console, then select the StreamServicesmenu option
from the Actionsmenu, right‑click menu, or Actions pane. The Server dialog appears.

2. Select from the following menu options:
3. Highlight the provisioning servers that you want to configure, then click that action’s button.
4. Click Close to exit the dialog.

Field Description

Start Starts the Stream Service

Stop Places the provisioning server in off‑line mode
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Field Description

Restart After modifying provisioning server settings,
such as adding or removing IPs, restart the
stream service.

Important considerations

To start or stopSOAPor streamservicesonaprovisioning server, youmusthaveWindowspermissions.
This limitation is due to a Window’s security issue.

To resolve this issue, use icacls to set the permissions on the Stream Service. See icacls for more
information on icacls.

Citrix Provisioning console fails to restart or stop

Sometimes, the console fails to restart or stop services when running a stream service with a network
service account. When the console fails, the service appears in the started state, however, the console
prevents you from restarting or stopping the Stream Service.

Tip:

By default, a network service account does not have permissions to start/stop services.

For example, if services are configured with a network services account, running the configuration
wizard results in an error condition. The status appears as running and streaming the virtual disk,
however, the service cannot be restarted or stopped:
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You can resolve this issue by associating the stream service with a specific account which has the
required permissions to access the database. If the services are configured with a specific account,
likeanuj.com\administrator, the status appears as started. You can restart or stop the services
from the provisioning console:
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Open all default provisioning server’s Windows firewall ports

TheCitrix Provisioning server installation includes the option toopenall the default server’sWindows
firewall ports. This configuration is useful for administrators who want to facilitate the installation
process by automatically opening all Citrix Provisioning ports, without manually specifying which
ports to open.
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During installation, use one of the following options in the Default Firewall Ports installation
screen:

• Automatically open all Citrix Provisioning ports
• I will open the CPV ports manually

Tip:

The screen is only available if the Windows firewall is active.

Device collections

September 7, 2025

Device collection properties are on the following tabs:

• General
• Security
• Auto‑Add
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General tab

Field Description

Name The name of this device collection.

Description Describes this device collection.

Template target device To use the settings of an existing target device as
the template, select that device from themenu,
then clickOK.

Security tab

Field Description

Groups with Device Administrator access Assign or unassign device administrators to this
collection using Add or Remove. Device
administrators can perform tasks on all device
collections to which they have privileges.

Groups with Device Operator access Assign or unassign device operators to this
collection using Add or Remove. Device
operators have the following privileges: Boot
and reboot a target device, Shut down a target
device, View target device properties, View
virtual disk properties for assigned target
devices

Auto‑Add tab
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Field Description

Template target device Displays the name of the target device. Or, if a
device was previously selected, or
\<No template device> if a device was
not selected. Use the menu to select a device to
use as the template for adding new devices to
this collection. To view a selected device’s
properties, click Properties (read‑only dialog
appears).

Prefix Enter a static prefix that helps identify all devices
that are being added to this collection. For
example: ‘Boston’to indicate devices located in
Boston. The prefix can be used with the suffix,
but is not required if a suffix is provided. The
entire device name can have a maximum of 15
characters (the prefix length + number length +
suffix length). For example, the following device
names are considered valid: Boston000Floor2
(prefix, incrementing number length, and suffix
provided. The maximum of 15 characters has
been reached), Boston000 (no suffix is provided),
000Floor2 (no prefix is provided). The prefix
cannot end with a digit. The prefix and suffix
combination must be unique in each collection.
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Field Description

Number length Enter the length of the incrementing number to
associate with the devices being added to this
collection. This number is incremented as each
device is added. For example, if the number
length is set to 3, Citrix Provisioning starts
naming at 001. It stops naming or adding
devices after the number reaches 999.Enable the
Zero fill option to automatically add the
necessary number of preceding zeros to a
numbers length. For example, if the numbers
length is equal to 3, then the first target device
number would be assigned as ‘001’. Enable the
Zero fill option to automatically add the
necessary number of preceding zeros to a
numbers length. For example, if the numbers
length is set to ‘4’, then the first target device
number would be assigned as ‘0001’. The
number length must have a minimum of three
digits and amaximum of 9 digits.

Suffix Enter a static suffix that helps to identify all
devices being added to this collection. For
example: Boston001Floor2might be helpful to
indicate the floor where these devices reside.
The suffix can be used with the prefix, but is not
required if a prefix is provided. The entire device
name can have a maximum of 15 characters (the
prefix length + number length + suffix length).
The suffix cannot start with a digit. The prefix
and suffix combination must be unique in each
collection.

Last incremental number Indicates the last incremental number that was
assigned to a device name in this collection. This
number can be reset to ‘0’but cannot be lower
than the highest number for the same
Prefix/Suffix combination.
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Creating a device collection

To create a device collection:

1. In the Citrix Provisioning™ console, right‑click on the Device Collections folder where the new
collection exists, then select theCreate device collectionmenu option. TheDevice Collection
Properties dialog appears.

2. On the General tab, type a name for this new device collection in the Name text box. Include a
description of this collection in the Description text box, then click the Security tab.

3. Under the Device Administrators list, click Add. The Add Security Group dialog appears.
4. To assign a groupwith the Device Administrator role, type or select the appropriate domain and

group name in the text box, then clickOK.
5. Optionally, repeat steps 2 and 3 to continue assigning groups as device administrators.
6. Under the Device Operators list, click Add. The Add Security Group dialog appears.
7. To assign a group with the Device Operator role, type or select the appropriate domain and

group name in the text box, then clickOK.
8. Optionally, repeat steps 2 and 3 to continue assigning groups as device operators.
9. ClickOK to close the dialog box.

Deleting a device collection

Deleting a device collection removes any target device member records within the collection. Recre‑
ate the records by manually adding them or using the Auto‑add feature.

Tip

Deleting a target device also deletes that device from any views that it was associated with.

If target devices are members of collections within the same site, the members of one collection can
be moved to other collections. Once a collection is moved to another one, the original collection
can be deleted. When you need to move a device collection to a different site or that site becomes
obsolete, use the export and import features to add the devices to a collection in another site. The
original collection can then be deleted.

To delete a device collection:

1. In theCitrixProvisioningconsole tree, right‑clickon thecollection folder that youwant todelete,
then select the Deletemenu option. A confirmation message appears.

2. ClickOK to delete this collection. The collection no longer displays in the console tree.
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Target devices

September 7, 2025

After you install and configure provisioning components, a virtual disk is created from a device’s hard
drive. This disk is created from a snapshot of the OS and application image, it then stores that image
as a virtual disk file on the network. The device that is used during this process is seen as a master
target device. The devices that use those vDisks are called target devices.

Configuring target devices that use virtual disks

Citrix Virtual Apps and Desktops™with virtual disk technology is a high‑performance enterprise desk‑
top virtualization solution that makes VDI accessible to workers requiring personalized desktops us‑
ing pooled, static virtual machines.

The wizard also creates virtual machines to associate with each device. A type of catalog in Citrix
Studio allows you to preserve the assignment of users to desktops (static assignment). The same
users are assigned the same desktop for later sessions.

Target device operation and performance statistics

Use Citrix Provisioning™ to view target device operations and performance statistics, including:

• a WMI provider for static information about the target device.
• a performance counter provider for dynamic information about the target device.
• an external application running on the target device or the remote machine. This application
queries objects using a WMI API to determine if they are running on a provisioned target and to
gather information related to the configuration and state of the device.

As part of the standard Citrix Provisioning target device installation, a WMI provider DLL is installed
and registered on each provisioned target device. This DLL obtains target device information from
the BNIStack driver.

How it works

The provider creates the PVS_Target and PVS_VDisk WMI objects in the root/Citrix/PVS
namespace. Each provisioned target device has a single instance of the PVS_Target object. The
PVS_Target objectprovides information about the installed Citrix Provisioning version, and sta‑
tistics for the latest boot operation.
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If no instance of PVS_Target exists when the WMI provider queries the target device, either the
device is not a Citrix Provision target device, or it is running an older Citrix Provisioning version of the
target device software.

The PVS_Target object The following table provides information about the PVS_Target
object:

Item name Type Unit Description

Target_Software_Version String ‑ PVS target version

Boot_Time_In_Sec Int seconds The number of
seconds elapsed
during the boot
phases of the
operating system

Boot_Retry_Count Int ‑ Retry count during
boot

Boot_Bytes_Read_MB Int MB Number of bytes read
during boot

Boot_Retry_Written_MB Int MB Number of bytes
written during boot

The PVS_VDisk object One instance of the PVS_VDisk object exists on the provisioned target de‑
vice. This object contains information about the virtual disk, the write cache mode and cache disk
size.

The table below provides information about the PVS_VDisk object:

Item name Type Unit Description

VDisk_Name String ‑ Virtual disk file name

Write_Cache_Type String ‑ Write cache type being
used

Write_Cache_Volume_SizeInt MB Configured write
cache volume size

Boot_From String ‑ Boot from virtual disk
or local hard disk

Write_Cache_Volume_Drive_LetterString ‑ Write cache volume
drive letter
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Updated performance counters

Citrix Provisioning includes a performance counter that is automatically installed and registered on
each provisioned target device.

The BNIStack driver provides the following performance counters:

Counter name Type Description

UDP retry perf_counter_counter PVS UDP retry count

Server reconnect perf_counter_counter PVS server reconnect count

Consider the following:

• The provisioned target device installer registers the WMI and performance counter providers.
No additional installation options require configuration on the provisioned target device.

• The currentCVhdMpperformance counter provider only supports VHDX for target devices using
Cache in device RAMwith overflow on hard drive.

Performance counters provided by the CVhdMp driver
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• use the Citrix Provisioning Imaging Wizard. In the Microsoft Volume Licensing screen, click
the appropriate license management option for the virtual disk. Click the Key Management
Service (KMS) radio button, then click the Accelerated Office Activation check box. Select
Next to apply the configuration change to the virtual disk and continue configuring it.

Counter name Type Description

File bytes perf_counter_large_rawcount The VHDX file size

File reads/sec perf_counter_counter The rate of reads from VHDX file
in operations per second

File writes/sec perf_counter_counter The rate of writes to VHDX file in
operations per second

File read bytes/sec perf_counter_bulk_count The rate of reads from VHDX file
in bytes per second

File write bytes/sec perf_counter_bulk_count The rate of writes from VHDX
file in bytes per second

RAM cache types perf_counter_large_rawcount The amount of memory used
by RAM cache

RAM reads/sec perf_counter_counter The rate of reads from RAM
cache in operations per second

RAMwrites/sec perf_counter_counter The rate of writes to RAM cache
in operations per second

RAM read bytes/sec perf_counter_bulk_count The rate of reads from RAM
cache in bytes per second

RAMwrite bytes/sec perf_counter_bulk_count The rate of writes to RAM cache
in bytes per second

Parent reads/sec perf_counter_counter The rate of reads from parent in
operations per second

Parent read bytes/sec perf_counter_bulk_count The rate of reads from parent in
bytes per second

Adding target devices to the database

To create target device entries in the Citrix Provisioning database, select one of the followingmeth‑
ods:

• Using the console to Manually Create Target Device Entries
• Using Auto‑add to Create Target Device Entries
• Importing Target Device Entries
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After the target device exists in the database, you can assign a virtual disk to the device. See assign a
virtual disk to the device for more details.

Using the console tomanually create target device entries

1. In the console, right‑clickon theDeviceCollectionwhere this targetdevice is tobecomeamem‑
ber, then select the Create Devicemenu option. The Create Device dialog appears.

2. Type a name, description, and the MAC address for this target device in the appropriate text
boxes.

Note:

If the target device is a domain member, use the same name as in the Windows domain.
When the target device boots from the virtual disk, the machine name of the device be‑
comes the name entered. For more information about target devices and Active Directory
or NT 4.0 domains, see Enabling Automatic Password Management.

3. Optionally, if a collection template exists for this collection, enable the check box next to Apply
the collection template to this new device.

4. Click the Add device button. The target device inherits all the template properties except for
the target device name and MAC address.

5. ClickOK to close the dialog box. The target device is created and assigned to a virtual disk.

Importing target device entries

Target device entries can be imported into any device collection from a .csv file. The imported tar‑
get devices can then inherit the properties of the template target device that is associated with that
collection. For more details, see Importing Target Devices into Collections.

Using the auto‑addwizard

The auto‑add wizard automates the configuration of rules that automatically add new target devices
to the Citrix Provisioning database using the auto‑add feature.

The Auto‑Add Wizard can be started at the Farm, Site, Collection, or Device level. When started at a
level lower than farm, thewizard uses that choice as the default choice. For example, if it is started on
a particular target device, it will:

• Select the Site for that device as the Default Site choice in the combo‑box.
• Select the Collection for that device as the Default Collection choice in the combo‑box.
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• Select that device as the Template Device choice in the combo‑box.

The wizard displays each page with choices pre‑selected based on the location from which the auto‑
add wizard was started.

A provisioning farm administrator turns auto‑add on or off and selects the default site.

A site administrator selects the default site if it is a site in which that administrator controls. If the site
administrator is not the administrator of the currently selected default Site, then that administrator
can only configure sites to which they have access.

To configure Auto‑Add settings (the default collection of a site, template device for the default collec‑
tion and target device naming rules):

1. On the console, right‑click on the farm, then select the Auto‑Addwizard. TheWelcome to the
Auto‑AddWizard page appears.

2. ClickNext. The Enable Auto‑Add dialog appears.

Note:

Only a farm administrator can change settings on this page.

3. Check the box next to Enable Auto‑Add to enable this feature, then clickNext. The Select Site
page appears.

Note:

Site administrators can only select sites to which they have permissions.

4. From the Sitemenu, select the site where devices are added, then selectNext. The Select Col‑
lection page displays with the default collection selected.

5. Accept thedefault collectionor select adifferent collection fromtheCollectionmenu, thenclick
Next. The Select Template Devices page appears.

6. Select the device to use as a template, so that new devices inherit the existing target device’s
basic property settings, then clickNext.

7. To view the selected device’s properties, click Properties. A read‑only dialog displays the se‑
lected device’s properties. Close the dialog after reviewing the properties.

8. ClickNext. The Device Name page displays.

9. Enter a static prefix that helps identify all devices that are being added to this collection. For
example: ‘Boston’to indicate devices located in Boston.
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Note:

The prefix can be used with the suffix, but is not required if a suffix is provided. The entire
device name can have a maximum of 15 characters (the prefix length + number length +
suffix length). For example, the following device names are considered valid:

• Boston000Floor2 (prefix, incrementing number length, and suffix provided. The maxi‑
mum of 15 characters has been reached)

• Boston000 (no suffix is provided)
• 000Floor2 (no prefix is provided)

The prefix cannot end with a digit.

10. Enter the length of the incrementing number to associate with the devices being added to this
collection. This number is incremented as each device is added. For example, if the number
length is set to 3, naming starts at 001 and stops naming or adding devices after the number
reaches 999.

Note:

Enable the Zero fill option to automatically add the necessary number of preceding zeros to a
numbers length. For example, if the numbers length is set to ‘4’, then the first target device
number would be assigned as ‘0001’.

The number length must have a minimum of three digits and amaximum of 9 digits.

Enter a static suffix that helps to identify all devices being added to this collection. For example:
Boston001Floor2might be helpful to indicate the floor where these devices reside.

The suffix can be used with the prefix, but is not required if a prefix is provided.

The entire device name can have a maximum of 15 characters (the prefix length + number length +
suffix length).

The suffix cannot start with a digit.

The prefix and suffix combination must be unique in each collection.

1. ClickNext. The Finish dialog appears.

2. Review all Auto‑Add wizard settings, then click Finish. Auto‑Add is now configured.

Disabling a target device

The Disable Target Device feature prevents a new target device from booting. Each time a new target
device bootswith the auto‑add option enabled, a new record is automatically created in the database.
The following message appears on the target device:
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This target device has been disabled. Please Contact your system
administrator.

Once contacted, the system administrator can validate the target device. After the administrator dis‑
ables the option, the target device can boot successfully.

To disable or enable a target device, in the console, right‑click on the target device. Select theDisable
or Enablemenu option.

Tip:

To disable all target devices added to a collection, enable the Disable target device option on
the template target device.

Deleting a target device

To delete a target device:

1. In theConsole, right‑click on the target devices youwant todeletewithin the collection.Multiple
selections can bemade in the Details view. Select the Deletemenu option.

2. Click Yes to confirm the delete request. The target device is deleted from the collection and any
associated views. However, the virtual disk image file for the target device still exists.

Improving performance with asynchronous I/O streaming

In Citrix Provisioning releases before version 1808, a target device served incoming operating sys‑
tem storage requests by traversing through three different layers: RAM cache, VHDX file, and network
streaming. This process occurred sequentially to complete a request. This traversing led to less than
optimal performance due to the latency introducedwhenwaiting for sub‑I/O completion, before sub‑
mitting a new sub‑I/O request.

Target devices support asynchronous I/O in all three layers of the provisioningmodel: RAM cache, the
VHDX file, and network streaming, effectively improving performance.

Important:

Asynchronous I/O streaming provides better performance, but comes with higher, temporary
memory consumption. Citrix recommends that you test this feature in a non‑production envi‑
ronment to verify that the performance is favorable before deploying to production.

The following virtual disk cachemodes support asynchronous I/O:

• Private or maintenance mode
• Cache in device RAMwith overflow on hard drive
• Cache on server persistent
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Note:

The Cache on hard disk feature option currently appears in the product but does not function.

Enable asynchronous I/O using the provisioning console

This release improves asynchronous I/O streaming functionality by allowing you to enable it for a vir‑
tual disk directly from the Provisioning Console. In the virtual disk properties screen, select Asyn‑
chronous IO.

Getting the bootstrap file

September 7, 2025

A target device initiates the boot process by first loading a bootstrap program. A bootstrap program
runsbefore theoperating system is loaded. Citrix Provisioning™usesa special bootstrapprogramthat
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initializes the streaming session between the target device and the Citrix Provisioning server. After
this session starts, the operating system begins streaming and loads from the virtual disk that was
initiated.

There are three ways that a target device loads the bootstrap program:

• Over the network, via Preboot eXecution Environment (PXE)
• From a boot device stored on attachedmedia
• From a BIOS Embedded bootstrap (OEM versions only)

After configuring the target device’s BIOS, andbooting from the network, the device retrieves a virtual
disk assignment from the provisioning server. The target device firmware gets the bootstrap file using
standard network protocols.

Note:

The device firmware (NIC) must support PXE 0.99j, PXE 2.1or greater.

Network booting a target device

The DHCP service delivers IP configurations to a target device. It can also deliver the bootstrap file
location using options 67, and 60 or 66. Consider delivering the bootstrap file location with a DHCP
service to reduce the number of services and increase reliability.

Note: The BOOTP service can deliver IP configuration to a target device according to BOOTP tab. It
canalsodeliver theboot program locationusingoptional fields. Useof this service is no longer typical.
Use this service only if DHCP does not meet your requirements.

ThePXEservicedelivers thebootstrap file location toa targetdeviceaccording to thePXESpecification
Version 2.1. Use the PXE service if a DHCP service exists and cannot be changed. Or, if another PXE
service is not configured.

TheTFTP servicedelivers thebootstrap file to a target device on request. Use it if another TFTP service
is not available.

The illustrations and steps that follow describe the boot process both with and without the use of
PXE.

Using DHCP to retrieve IP address and scope options (Without PXE)

1. When a target device boots from the network, DHCP sends a request to the provisioning server
for an IP address and Scope Option settings (66 and 67). The provisioning server returns the
information as requested.

2. Using TFTP, a request for the bootstrap file is sent from the target device to the provisioning
server. The server downloads the boot file on the target device.
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3. The target device boots the assigned virtual disk image.

Using DHCPwith PXE to retrieve IP address and scope options

1. When a target device boots from the network, DHCP sends a request to the provisioning server
for an IP address andScopeOption settings (option 60; PXEClient identifier). The server returns
the information as requested.

2. The target device sends a request to the server for the bootstrap file name and location to the
PXE service. The PXE service returns the information to the target device.

3. Using TFTP, a request for the bootstrap file is sent from the target device to the server. The Pro‑
visioning Server downloads the bootstrap file to the target device and the target device boots.

Booting from an optional boot device

As an alternative to using PXE, the Boot Device Manager (BDM) can create a bootstrap file on a local
hard drive, USB flash drive, or ISO image. The bootstrap file is used to boot the target device.
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Note: The BIOS Embedded Bootstrap bootmethod also exists to allowOEMs to embed the bootstrap
file on the target device.

Configuring the BIOS‑enabled bootstrap

This feature is OEM specific and provides end users with systems preconfigured with Citrix Provision‑
ing, allowing customers todeploy aCitrix Provisioning enabledenvironmentwithminimal effort. This
feature becomes an alternative to the standard PXE boot method.

As part of this solution, the OEM embeds the bootstrap within the target device’s BIOS at the factory.
The OEM also pre‑configures the device with product license access codes.

For the BIOS‑Embedded Bootstrap feature towork automatically from the factory, the target network
must support the following:

• A DHCP server that capable of providing the target device’s IP, subnet, and gateway address.
Also, the DHCP service must provide the default DNS server for the client to use.

• A DNS server must be active on the network
• A DNS entry must be defined which points the name <IMAGESERVER1> to each Provisioning
Server’s active IP address. This DNS entry is used by the target device to find an active server.

If the targetdevicebootsusing theBIOS‑EmbeddedBootstrap, theconfiguration settingsareobtained
from thedevice’s BIOS. TheseBIOS settings indicate usingDHCPwithDNS to lookup the IP and server
information. Or, it lists up to four server static IP addresses in the BIOS.

The first timea targetdeviceboots, it reads theproduct licenseaccess codeandconfiguration informa‑
tion from the BIOS. After retrieving this information, it locates the stream service and sends a device
registration message to the server. This message contains the necessary information, including in‑
formation inherited from the device collection template, to add the device to the Citrix Provisioning
database.

Configuring the BIOS‑Embedded bootstrap settings

The OEM configures the BIOS‑embedded bootstrap settings so that the bootstrap works ‘out‑of‑the‑
box’. If you need to change settings, use theConfigureBIOSBootstrap feature in the Citrix Provision‑
ing console. Configuration changes are updated automatically the next time the target device boots.
However, only those BIOS settings that differ from the new settings are updated.

Note:

The target device must have enough information stored in the BIOS to make initial contact with
the Citrix Provisioning server.
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General tab

1. Right‑clickonaprovisioning server in the consolewindow, then select theConfigureBootstrap
menu option. The Configure Bootstrap dialog appears.

2. To allow target device BIOS settings to update automatically, on the General tab, check the
Automatically update the BIOS on the target device with these settings check box. The
next time the target device boots, these settings are automatically applied.

Target device IP

1. Select the Target Device IP tab on the Configure BIOS Bootstrap dialog.
2. Select from the following methods to use to retrieve target device IP addresses:

• Use DHCP to retrieve target device IP; default method.
• Use static target device IP. Selecting thismethod requires the identification of primary and
secondary DNS and domains.

Server lookup tab

On the Server Lookup tab, select the method that the target device uses to find the provisioning
server it boots from:

• Use DNS to find the server. Select this option to find the server using DNS. The host name dis‑
plays in the Host name textbox. Note: When using DNS, the DNS server must be able to resolve
the name with the IP address of the server.

• Use specific servers. Select this option to manually enter provisioning server data. If this infor‑
mation was not previously entered, no data appears. To quickly list all servers in the database,
click Read Servers from the Database button. To change or enter new information, click Edit,
then manually enter the information in the Server Address dialog. Note: Selecting the Re‑
set to Default button displays a confirmationmessage. This message indicates that automatic
BIOS updates on the target devices are disabled. DNS is used to find the server.

Options tab

1. On theOptions tab, select from the network options that follow:

• Select theVerbosemode option if youwant to optionallymonitor the boot process on the
target device. This mode enables systemmessaging on the target device.

• Select Interrupt safemode if the target device hangs early in the boot process.
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• Select the Advanced Memory Support option to enable the bootstrap to accept newer
Windows OS versions (enabled by default). Disable this setting on older XP or Windows
Server OS 32 bit versions that do not support PXE. Or, if your target device is hanging or
behaving erratically in the early boot phase.

2. Select from the following Network Recovery Methods:

• Restore network connections. Selecting this option results in the target device attempting
indefinitely to restore its connection to the Citrix Provisioning server.

• Reboot to Hard Drive. Selecting this option instructs the target device to perform a hard‑
ware reset to force a reboot after failing to re‑establish communications for a defined num‑
ber of seconds. The user determines the number of seconds to wait before rebooting. As‑
suming the network connection cannot be established, the target device fails to contact
the server, and the system reboots to the local hard drive. The default is 50 seconds.

Note: If the partition containing the vDisks is formatted as a FAT file system, amessage displays
awarning that the FAT file systemmight result in suboptimal performance. Citrix® recommends
thatyouuseNTFS to format thepartitioncontaining thevirtualdisks. Donotchange theaddress
in the Port field.

Caution: All boot services must be on the same NIC (IP). But the Stream Service can be on a
different NIC. The Stream Service allows you to bind to multiple IPs (NICs).

3. Configure the following:

• Login Polling Timeout. Enter the time, inmilliseconds, between retrieswhen polling for servers.
Each server is sent a login request packet in sequence. The first responding server is used. This
time‑out simply defines how often to retry the single available server with the initial login re‑
quest. This time‑out defines how quickly the round‑robin routine switches from one server to
the next, in trying to find an active server. The valid range is from 1,000 milliseconds to 60,000
milliseconds.

• Login General Timeout. Enter the time‑out, inmilliseconds, for all login associated packets. Do
not include the initial loginpolling time‑out. Thevalid range is from1,000milliseconds to60,000
milliseconds.

ClickOK to save your changes.

Using the Manage Boot Devices utility

September 7, 2025
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The Manage Boot Devices Utility is an optional method for providing IP and boot information (boot
device) to target devices. It is an alternative to using the traditional DHCP, PXE, and TFTP methods.
When the target device starts, it obtains the boot information directly from the boot device. With this
information, the target device is able to locate, communicate, and boot from the appropriate Citrix
Provisioning™ server. After user authentication, the server provides the target device with its virtual
disk image.

Tip:

Aproblemoccurswhenbooting a target device using theBoot ISOmethod. See the Citrix Knowl‑
edge Center for more information.

The following boot devices are supported:

• USB
• CD‑ROM (ISO)
• Hard Disk Partition

Wireless NICs are not supported.

Warning:

When selecting an entire hard drive as a boot device, all existing disk partitions are erased and
re‑created with a single active partition. The targeted partition is reserved as a boot device, and
is not used by the operating system or by data.

When a hard disk partition is selected as boot device, the selected disk partition data is deleted
and set as an active partition. This active partition becomes the boot device.

Configuring boot devices

Boot devices are configured using the Boot Device Management utility. This wizard‑like application
enables you to quickly program boot devices.

After installing the boot device, complete the procedures that follow. Consider the following:

• The virtual disk must be previously formatted and ready before running BDM.exe.
• If you are using the target device hard disk drive as the boot device, copy BDM. exe from the
product installation directory on the server, into the product installation directory on the target
device.

• The target device settings in the Citrix Provisioning console are set to boot from the virtual disk.
The actual device is set to boot from hard disk first.

1. From the Citrix Provisioning product installation directory, run BDM.exe. The Boot Device
Managementwindow opens and the Specify the Login Server page appears.
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2. Under Server Lookup, select the radio button that describes themethod to use to retrieve Pro‑
visioning Server boot information:

• Use DNS to find the Provisioning Server from which to boot. If this option is selected and
the Use DHCP to retrieve Device IP option is selected your DHCP server must be config‑
ured to provide the DNS Server.
Note: The boot device uses Host name plus DHCP option 15 (Domain Name, which is op‑
tional) as the FQDN to contact the DNS server to resolve the IP address.
If you are using high availability, specify up to four Provisioning Servers for the same host
name on your DNS server.

• Use the static IP address of the Provisioning Server from which to boot. If you select this
option, click Add to enter the following Provisioning Server information:
– IP Address
– Port (default is 6910)

In high availability implementations, enter up to four Citrix Provisioning servers. If you are
not using high availability, enter only one. Use theMove Up and Move Down buttons to
sort the Provisioning Servers boot order. The first provisioning server listed is the server
that the target device attempts to boot from.

3. ClickNext. The Set Options dialog appears.
4. Configure the following local boot options, then clickNext:

• Verbose Mode. Enable/disables the displaying of extensive boot and diagnostic informa‑
tion. Verbose mode can be helpful when debugging issues.

• Interrupt Safe Mode; enable/disable for debugging issues. This mode is sometimes re‑
quired for drivers that exhibit timing or boot behavior problems.

• Advanced Memory Support. Enables/disables the address extensions, to match your op‑
erating system settings. This option is enabled by default. Disable it only if your target
device is hanging or behaving erratically in early boot phase.

• Network Recovery Method. Use this method to restore the network connection or to re‑
boot from a hard drive if the target device loses connection to the Provisioning Server.
Specify how long (in seconds) to wait to make this connection.

• Login Polling Timeout; in general, start with values of one second for each of the polling
and general timeouts. Extend the login polling timeout when using 3DES encryption. Fur‑
ther extend the timers based on workload. A reasonable setting for 100 target devices
running triple DES in the network would be three seconds.

• Login General Timeout; a reasonable setting for 100 target devices running triple DES in
the network would be 10 seconds for the General Timeout.

5. In the Burn the Boot Device dialog, configure the target device IP. If the Use DNS to find the
Server option is selected and your DHCP service does not provide option 6 (DNS Server), enter
the following required information:
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• Primary DNS Server Address
• Secondary DNS Server Address
• Domain Name

6. Configure the Boot Device properties.

• Addanactivebootpartition. Use this option toaddabootpartition. Note: Abootpartition
is required if you are booting from the device’s hard drive. For example, when selecting a
XENPVDISK boot device with small partition or partition offset.

• Select the boot device from the list of devices.
If a partition offset size is set, you are prompted to confirm the destination size. Type Yes
(case sensitive) to continue.

7. If applicable, configureMedia Properties.
8. Click Burn. A message appears to acknowledge that the boot device was successfully created.

If selecting ISO format, use your CD burning software to burn the ISO image.
9. Click Exit to close the utility.

10. Boot the target device and enter the BIOS Setup. Under the Boot Sequence, move the boot
device to the top of the list of bootable devices. Save the change, then boot the target device.

After the boot device is programmed, configure a target device boot sequence using the console’s
Target Device Disk Properties dialog. These boot behaviors are used after a target device connects
to a provisioning server. The console allows multiple virtual disk images to be assigned to a target
device. How this vDisks boot depends upon the selected boot behavior.

Whenconfiguring theBIOS to for thebootdevice (eitherUSBor ISO image), theNICPXEoptionmustbe
enabled. The PXE boot option is required in order for the NIC Option ROM to stay resident in memory
during the pre‑boot process. This way, UNDI is available to the boot device to properly initialize the
NIC. Otherwise, the boot device displays the ‘API not found’message.

Configure Linux Streaming

September 13, 2025

Important:

If you are using Linux streaming functionality, no new installation packages are provided at
this release. Use the Provisioning Services 7.15 Linux DEB/RPM package. For example, after
downloading the latest Citrix Provisioning ISO, the target software for CentOS/Red Hat is
pvs_RED_HAT_7.15_18089_x86_64.rpm.

YoucanprovisionLinux virtual desktopsdirectly in theCitrix Virtual AppsandDesktops™environment.
Consider the following:
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• Sometimes, the client drive cannot be mapped to a provisioned Linux VM session. To resolve
this issue, halt the CDM service using service ctxcdm stop, before installing the Citrix
Provisioning™ target device, then run the pvs-imager command to convert it.

• Linux streaming only supports Winbind as the tool for joining a Windows domain.
• WhenyouenableRAMcache for theLinuxdevice, set the cache size to8MB (theminimumvalue).
Linux uses as much RAM as necessary, including all available memory, for the write cache. The
amount specified in the console is the amount reserved up front. Citrix® recommends that you
reserve as little as possible, which effectively allows Linux to managememory usage.

• The target device name in the Citrix Provisioning imager UI typically defaults to im\\
_localhost. This valuemust be changed when you create more than one virtual disk. Using
the same target device name causes the imager command to fail.

• Installation (and subsequent updates) must be done in super user mode. There are two ways
to install as a super user:

– Enter user mode in a terminal using the su command.
– Entersudobefore the command. For example,sudo yum install tdb-tools; en‑
ter sudo for every command.

• The Linux client’s system clock must be synchronized by using the active directory controller.
• UEFI is not supported.
• VMM is not supported.
• The write cache drive must have the label PVS_Cache for it to be used as a write cache. The
entire partition is used.

• English localizations are displayed on non‑English installations.
• SE Linux is not supported.
• Targets running on XenServer® must run in HVMmode.
• When booting SUSE targets on ESX, the target might intermittently fail on boot. An error mes‑
sage appears, indicating an I/O error related to attempts to send data on a closed socket. This
issue eventually halts the boot operation and shuts down the file system. Forcefully rebooting
causes the target to boot successfully. This issue occurs when the hypervisor’s clock offset for
thenewVMdoesnotmatch theoffset for theoriginal VM. TheNTPconfigurationprevents it from
updating the clock if the skew is greater and the default maximum. In these cases, the config‑
ure images to perform an initial clock set with ntpdate early in the boot process. For more
information, see the NTP article concerning clock variations and the NTP information provided
here.

Tip:

XenServer supports SUSE distributions, however, the SUSE template does not support PXE boot‑
ing. Citrix Provisioning supports only those distributions that function with the hypervisor. For
more information, see XenServer documentation.

• After booting a Linux target device, a warningmessagemight display indicating a SE Linux Alert
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Browser.
• The following Linux distributions are supported:

– Ubuntu 16.04, 18.04.5, 20.04
– Red Hat Enterprise Linux Server 7.9, 8.3, 8.4
– SUSE Linux Enterprise Server (SLES) 12 SP5
– SUSE Linux Enterprise Server 15 SP2, SP3

Tip:

The Citrix Provisioning installer requires that the Linux kernel package version is greater than or
equal to version 4.4.0.53.

Important: The default kernel used for Ubuntu 16.04.2 is version 4.8. This kernel version is not cur‑
rently supported.

Installation options

To install the Linux Streaming component, youmust be logged in while an administrator. If installing,
consider that the following commands must be issued in a root shell, or by using sudo privileges.

Note:

A self‑signed certificatemust be created if streamingCitrix Provisioning Linux target devices. The
Soap server uses an SSL connection requiring you to configure an X.509 certificate on the Soap
server.

The certificate’s CAmust also be present on the Provisioning Server and the Linux target device.
For informationoncreatinga self‑signedcertificate, seeCreating self‑signedcertificates for Linux
streaming.

For RedHat/CentOS distributions:

1 yum --nogpgcheck localinstall pvs_RED_HAT_<package version>.rpm

Installation is done using a GUI or through the command line. To use the GUI, youmust install PyQT4
using your preferred method for installing third party Pythonmodules.

Note:

See the Python Wiki for more information on PyQT4 bindings.

For Ubuntu desktop distributions:

1 sudo dpkg -i pvs-<version>.deb
2
3 sudo apt-get -yf install
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Tip:

A self‑signed certificatemust be created if streamingCitrix Provisioning Linux target devices. The
link to the Soap server uses an SSL connection requiring you to configure an X.509 certificate on
the Soap Server.

The certificate’s CA must also be present on the Citrix Provisioning server and the Linux target
device. For information on creating a self‑signed certificate, see Creating self‑signed certificates
for Linux streaming.

Using the GUI to create a Linux golden image

To invoke the GUI to install this feature:

1. Log in while an administrator.

2. Execute the following:

pvs-imager

Tip:

When the pvs-imager command fails due to a host name issue, verify that your network con‑
figuration is correct. Do not set the system’s host name to localhost.

After executing the command, the UI page displays:
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Using the command line interface to install the Linux streaming feature

To invoke the command line to install this feature:

1. Log in while an administrator.
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2. Execute the following command:

pvs-imager -C

The command‑line installation includes two options:

• \-C allows you to create a virtual disk
• \-U allows you to update an existing virtual disk

The following information illustrates non‑GUI related installation options for the Linux Streaming fea‑
ture:

1 Usage: ./pvs-imager \[-hCU] \[-a|--address=<IPaddr>] \[-u|--username=<
username>] \[-p|--password=<password>] \[-P|--port=<port>] \[-d|--
domain=<domain] \[-S|--store=<store>] \[-v|--vdisk=<vdisk name>] \[-
s|--size=<vdisk size] \[-D|--device=<sourceDevice>] \[-c|--
collection=<collection>] \[-n|--name=<name>]

2 Non-GUI Modes:
3 -C - Create a new vDisk
4 ---OR----
5 -U - Update an existing vDisk
6
7 General Options:
8 -a <server IP> - Address or hostname of PVS server
9 -u <username> - Username for API login

10 -p <password> - Password for API login
11 -d <domain> - AD domain for API login
12 -P <port> - Base port for API login (default: 54321)
13 -S <store> - Store containing vDisk
14 -c <collection> - Collection to store imaging device in
15 -n <name> - Device name for imaging device
16 -v <name> - vDisk name
17 -s <size> - vDisk size (Create Mode only, default: sourceDevice

size)
18 -D <sourceDev> - devnode to clone
19 -V - increment debug verbosity (up to 5 times)
20 -g <grubMode> - Supported Grub settings ( 'debug' )

Supported file systems for imaging are ext4, xfs, or btrfs.

Tip:

Debugging logs for pvs-imager, created using -VVVVV switch, are created in the folder that
exectued the pvs-imager tool. The name of the log file is pvs-imager.log.

About disk caching

Forharddisk cachingorharddiskoverflowcachingwithout theCitrix Virtual AppsandDesktopsSetup
Wizard, format the target device disk using a formatted partition. Include the labelPVS_Cache. This
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object can be created with the mkfs –L PVS_Cache command on the target device. Any case‑
sensitive file system can be used for the cache, but XFS is recommended.

Tip:

Anadministrator cancreateany cachedisk selection logic for their environmentbywritingabash
script that runs at launch time. The script would look for a cache device candidate by whatever
mechanism is best suited to the environment, running mkfs on it, and rebooting.

When configuring disk caching:

• Citrix recommends using the Citrix Virtual Apps and Desktops Setup Wizard to create the Linux
target device.

• Manually creating the label requires adherence to case sensitivity to avoid configuration con‑
flicts.

• Alternately, consider using the manual method for creating the write cache.

Manually creating the write cache for a target device

By default, the Citrix Virtual Apps and Desktops Setup Wizard ignores drives that are attached to the
current template. Thewizard creates awrite cachebasedonparameters youprovide. Sometimes, the
write cache drive encounters problems during automatic creation using the wizard, or, when the tar‑
get device continuously falls back to server side cache as a result of a problemwith the created drive.
To resolve these issues, manually create the object using the mkfs –L PVS_Cache command on
the target device.

The Citrix Virtual Apps and Desktops Setup Wizard recognizes manually created write cache changes
for the target device by default when you use the UseTemplatecache parameter. On the provi‑
sioning server executing the Citrix Virtual Apps and Desktops Setup Wizard, or where the remote pro‑
visioning console points, change the registry setting:

1. Create the following registry key on the provisioning console machine to disable the template
cache:

HKEY_LOCAL_MACHINE\SOFTWARE\Citrix\ProvisioningServices

Name: UseTemplateCache

Type: DWORD

Value: 0

1. Run the Citrix Virtual Apps and Desktops Setup Wizard. On the Virtual machines page change
the local write cache disk size to 0 GB (default is 6 GB).

© 1997–2025 Citrix Systems, Inc. All rights reserved. 194



Citrix Provisioning™ 1912 LTSR

Limitation The registry key UseTemplatecache created on the Provisioning Server running the
Citrix Virtual Apps and Desktops Setup Wizard supports only PXE or ISO mode and not HDD BDM
boot.

About SAN policies

September 7, 2025

Citrix Provisioning™ clients always failover to server side cache during boot when the virtual disk
mode is set to Cache in device RAMwith overflow on hard disk.

Tip:

An option has been removed from the Cache type field in the vDisk Properties window. The
optionCacheondeviceharddisk is no longer available from the list because it doesnot support
ASLR. The replacement for this field is Cache in device RAM with overflow on hard disk. For
more information, see Features removed from future releases.

Resolving failover to server side caching during boot

1. In a provisioning target device booting in private virtual disk mode or maintenance virtual disk
version, open a command prompt with administrator privileges.

2. Run the DiskPart utility, using the following command:

diskpart

3. To verify the SAN policy, run the command:

Diskpart > san

The SAN policy is configured as Online All for PVS target devices. Ths configuration allows it
to function correctly while in Cache in Device RAMwith Overflow on Hard Diskmode.

4. To change the SAN policy, run the command:

Diskpart > san policy=OnlineAll

5. Shut down the target device and change the virtual disk mode to standard image or promote
the maintenance version to test or production version.

Note:

The SAN policy causes the write cache drive to remain offline. During boot, the target device
determines that thewrite cache drive is ineligible for use as awrite cache. As a result, it fails over
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to server side cache.

Important considerations

When creating amachine template, ensure that it has a similar hard disk drive structure. Themachine
template must boot from a virtual disk in private imagemode. For example:

• To PXE boot a VM with write cache, create a VM with 1 hard disk drive.
• To use Boot Device Manager (BDM) to boot a VM with write cache, create a VM with 2 hard disk
drives.

Using the Status Tray on a target device

May 11, 2020

The Virtual Disk status tray provides device and product edition information on the target device. The
purpose of this tool is to aid in the management and troubleshooting of virtual disks.

Note:

This tool is installed automatically during the installation process.

Starting the Virtual Disk status tray

Tomanually start the Virtual Disk Status tray, double‑click on the Status Tray icon in the System Tray.
The Virtual Disk Status Tray dialog box appears.

Using the General tab

The following list describes each field on the General tab.

• vDisk Information:

Status: Indicates the current state of the virtual disk. Values include:

Active (target device is accessing this virtual disk)
Inactive (target device is not accessing this virtual disk)

Server: Indicates the IP address and port of the Provisioning Server providing access to the
virtual disk.
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Boot from: Indicates if this virtual disk is set to boot from a local hard drive or from a virtual
disk.

Virtual Disk: Represents the name of the virtual disk accessed by the target device.

Mode: The current access mode for the virtual disk. Values include:

– Read only
– Read and write

• Version:

Edition identifies the edition and provides version and server‑pack information.

Build identifies the specific product build and compile date.

• Preferences:

Prompt statusmessage in system tray: Enable this option if youwant the virtual disk Status Tray
to automatically start when the user logs into the target device.

Show icon in system tray: To indicate connection status to the virtual disk, enable this option
and the icon appears in your Windows system tray when this program runs.

Using the Statistics tab

The following list describes each field on the Statistics tab.

• Boot Statistics:

Boot time: The number of seconds elapsed during the boot phases of the operating system.
This value does not include the POST, BIOS, PXE, DHCP, or TFTP.

Retries: The number of packet retries that occurred during the boot phases.

Bytes Read: The total number of bytes read during the boot phases.

Bytes Written: The total number of bytes written during the boot phases.

Throughput: A value calculating the overall throughput of the software during the boot phases.
Throughput = (Bytes Read + Bytes Written)/Boot Time (in seconds).

• Session Statistics:

Uptime: The length of time the target device has been booted (HHHH:MM:SS)

Retries: The total number of retries.

Bytes Read: The total number of bytes read.

Bytes Written: The total number of bytes written.
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• Diagnostic Statistics:

Uptime: The length of time the target device has been booted (HHHH:MM:SS)

Retries: The total number of retries.

Bytes Read: The total number of bytes read.

Bytes Written: The total number of bytes written.

Setting Virtual Disk status tray preferences

On theGeneral tab of the Virtual Disk Status dialog, the tray can be configured to run automatically
when the target device starts, or started manually. Choose to have the Virtual Disk Status tray icon
appear in your system tray.

To configure the Virtual Disk Status Tray, choose from the following methods:

• Configure the tray to appear automatically as each target device starts.
• Add the Virtual Disk Status tray icon to your system tray.

Configuring the tray to appear automatically as each target device starts

1. Start the Virtual Disk Status Tray, and then select the General tab.
2. Select Automatically start this program underPreferences. The tray starts automatically the

next time the target device boots.

Adding the Virtual Disk status tray icon to your system tray

1. Start the Virtual Disk Status tray, and then select the General tab.
2. Select the Show icon in System Tray check box under Preferences. The Virtual Disk Status

tray icon appears in your system tray the next time the target device boots.

vDisks

September 7, 2025

Use the information in this article to create a base virtual disk image.

A virtual disk acts as a hard disk for a target device and exists as disk image files on a Citrix Provision‑
ing™ server or on a shared storage device. A virtual disk consists of a VHDX base image file, any asso‑
ciated properties files, such as a .pvp file and if applicable, a chain of referenced VHDX differencing
disks, .avhdx.
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When creating a virtual disk image file, keep the following in mind:

• Create as many virtual disk image files as needed, as long as you have enough space available
on the provisioning server. Ensure that you have enough available space on the storage device
containing the virtual disk image files.

• Virtual disk files use FAT (File Allocation Table) or NTFS (New Technology File System) file sys‑
tems for Microsoft operating systems.

• Depending upon the file system used to store the virtual disk, the maximum size of a VHDX file
(virtual disk) is 2 terabytes (NTFS) or 4,096 MB (FAT).

• A virtual disk can be shared (Standard Image) by one or more target devices, or it can exist for
only one target device to access (Private Image).

Note:

The Cache on hard disk feature option currently appears in the product but does not function.

The first stage in the lifecycle of a virtual disk is creating one. Creating a virtual disk requires preparing
the master target device for imaging. Once the image is prepared, create and configure a virtual disk
file where the virtual disk resides. Image the master target device to that file. These steps result in
a new base virtual disk image. This process can be performed automatically, using the Imaging Wiz‑
ard, or manually. Citrix Provisioning includes an option to create a common image for a single target
platform or for use with multiple target platforms.

Note:

Your administrative role determines what information is displayed and tasks performed in the
Citrix Provisioning console. For example, view andmanage virtual disks in sites in which you are
a site administrator. However, unless the farm administrator sets a site as the owner of a store,
the site administrator cannot perform store management tasks.

Tip:

Citrix Provisioning only supports automated virtual disk capture. More steps require a virtual
disk attached to the machine being captured, ensuring that a P2PVS switch can be used with
P2PVS or the imaging wizard. Use automation steps to accommodate such scenarios.

The following provides an overview of the steps necessary to create a virtual disk automatically and
manually.

Automatically creating a virtual disk image using the imaging wizard

Using the Imaging Wizard is the recommendedmethod for creating virtual disk images.
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Note:

Themaster target device, physical or virtual, is prepared by installing and configuring the operat‑
ing system. Also, configure applications in the base virtual disk image. For details, see Preparing
the Master Target Device.

To image the master target device, run the Imaging Wizard to automatically create a virtual disk file
on a server or shared storage. After running the Wizard, image the master target device to that file.

Manually creating a virtual disk file then creating the image using Provisioning
Services imaging

This process is the optional method used to create virtual disk images.
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1. Prepare themaster target device, physical or virtual, by installing and configuring the operating
system. Prepare applications in the base virtual disk image. A virtual disk file is then created on
a provisioning server or shared storage. Access it using any server providing the virtual disk.
The file must bemounted, formatted, then unmountedmanually using the console or from the
target device.

Note:

In the Citrix Provisioning console, a new virtual disk file can be created by right‑clicking
on the vDisk Pool or the Store, and then selecting the Create new vDisk menu option.
Once created, vDisks display in the details pane when a site’s virtual disk pool is selected,
or when a store in the farm is selected.

2. Themaster target device is imaged to the new virtual disk file using the Citrix Provisioning imag‑
ing utility.

Note:

The imagingutility converts a server or desktopworkload fromanonlinephysicalmachine
running Windows to a XenServer® virtual machine or provisioned virtual disk. The imag‑
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ing utility converts a server or desktop workload from an offline virtual machine or disk,
containing any guest operating system, to a XenServer VM.

Creating virtual disk files manually

The following procedure describes how tomanually create a virtual disk file:

1. In the console tree, right‑click on the vDisk Pool in the site where youwant to add vDisks, then
select the Create vDiskmenu option. The Create vDisk dialog appears.

2. If you accessed this dialog from the site’s virtual disk pool, in the menu, select the Store where
this virtual disk resides. If you accessed this dialog from the store, from the menu, select the
site where this virtual disk is added.

3. In the Server used to create the vDisk menu, select the provisioning server that creates the
virtual disk.

4. Type a file name for the virtual disk. Optionally, type a description for this new virtual disk in
the description textbox.

5. In the Size text box, scroll to select the appropriate size to allocate for this virtual disk file. If the
disk storing thevirtualdisk images is formattedwithNTFS, the limit is approximately2 terabytes.
On FAT file systems, the limit is 4,096 MB.

6. In the VHDX Format text box, select the format as either Fixed or Dynamic (2,040 GB for VHDX
emulating SCSI; 127 GB for VHDX emulating IDE). If the VHDX format is Dynamic, from the VHDX
block sizemenu, select the block size as either 2 MB or 16 MB.

7. Click Create vDisk, a progress dialog opens. Depending on the disk size and other factors, it
takes several minutes or more to create the virtual disk. After the virtual disk is successfully
created, it displays in the Citrix Provisioning console’s details pane and is ready to be formatted.

8. Right‑click on the virtual disk in the Console, then select Mount vDisk. The virtual disk icon
displays with an orange arrow if mounted properly.

A virtual disk image cannot be assigned to, or boot from a target device until that target device exists
in the Citrix Provisioning database. After creating the target device, in the Console, select the Hard
Disk boot option.

About the common virtual disk image feature

The Common Image feature allows a single virtual disk to simultaneously support multiple target de‑
vice platforms, greatly reducing the number of vDisks an administratormustmaintain. The procedure
for creating a common image depends on the target device platform.

Supported target device platforms include:

• A combinationof XenServer VMs andphysical devices (virtual‑to‑virtual and virtual‑to‑physical).
For details, see vDisks.
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• Multiple types of physical devices (different motherboards, network cards, video cards, and
other hardware devices). For details, see Creating a Common Image for use with Multiple Phys‑
ical Device Types.

• Blade servers. For details, see vDisks.

Create common images for use with XenServer VMs and physical devices, or blade
servers

XenServer Platinum Edition enables the provisioning of physical and virtual servers from the same
workload image.

Prerequisites:

• Appropriate XenServer Platinum Licensing.
• Support for PXE on the local network.
• DHCPmust be installed and configured on the local network.

Select from the following target device platforms:

• Create a common image that boots from a physical or virtual server.
• Create a common image that boots from a blade server.

Create a common image that boots from a physical or virtual server

To create a common image that boots from a physical or virtualmachine, complete the procedures as
follows.

Prepare the master target device Install a supported Windows Operating System with the latest
patches and device drivers on a physical machine. This physical machine serves as the master target
device.

Install the Citrix Provisioning Target Device Software

1. Logon to themaster target device as adomainadministrator, or adomainuser (with local install
privileges).

2. Install the Citrix Provisioning server target device software on the physical machine.
3. Follow the onscreen prompts by selecting installation default settings.
4. When prompted, reboot the master target device from the hard disk drive.

Install XenConvert software Download XenConvert software and installation instructions from ei‑
ther the Citrix Provisioning product download site or the XenServer product download site.

After successfully installing XenConvert on the target device:
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1. Run XenConvert on the target device to convert the physical machine into a XenServer VM.

2. Set the VM’s vCPU setting to be the same as the physical system’s vCPU setting.

Note:

This step is important for NT5 OS.

3. Change the XenServer VM MAC (it is using the physical system’s MAC address of the NIC), or
remove the NIC to add a new one.

4. Boot the XenServer VM.

Install XenServer tools

1. Logon to themaster target device as adomainadministrator, or adomainuser (with local install
privileges).

2. Run windows‑pvdrivers‑xensetup.exe, which can be downloaded from on the XenServer Prod‑
uct installation CD or product download site. TheCitrix XenServerWindows Tools Setupwarn‑
ing dialog appears.

3. Click Yes to continue the install.
4. Follow the onscreen prompts and select the default settings. At the Choose Install Location

dialog box, click Install.
5. When prompted by Windows Plug and Play dialogs, select the option to find drivers automati‑

cally.
6. When prompted select Yes for any unsigned driver dialog.
7. When prompted, reboot the master target device.
8. Verify that Citrix Provisioning successfully binds to the XenServer NIC and the physical systems

NIC.

Image the Provisioning Server master target device Use either the Citrix Provisioning Imaging
Wizard or XenConvert to create the XenServer virtual disk image. When creating the virtual disk image,
youmust select to optimize target device settings. Otherwise the VM fails to boot.

After successfully creating the XenServer virtual disk image, boot both the physical and virtual ma‑
chines in standard imagemode.

For details on using the Citrix Provisioning Imaging Wizard, see Using the Imaging Wizard. For details
on using XenConvert to create the XenServer virtual disk image, see XenConvert product documenta‑
tion on the Citrix Provisioning or XenServer product download site.
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Create a common image that boots from a blade server

To create a common image using the common hard drive method that boots from heterogeneous
Blade servers, complete the following steps:

1. Use the Console to create a virtual disk file.

2. Log on to the blade server to create a system:

a. Install the OS on the newmachine.

b. Install HP System Pack. This process installs all drivers.

c. Install all necessary Windows updates.

d. Install Citrix Provisioning target device software.

3. PXE boot from the new system’s hard disk drive, then verify that the system can recognize the
virtual disk. The virtual disk is shown from “My Computer”as a partition.

4. Physically move the HDD or HDDs in a RAID system to the other system (usually the older sys‑
tem).

5. Boot from the new systems hard disk drive.

6. After Windows installs the driver’s, reboot when prompted.

7. Verify that NIC drivers installed correctly.

8. PXE boot from the hard disk drive on the second system.

9. Use either the Citrix Provisioning ImagingWizard or XenConvert to create the virtual disk image.

10. After imaging completes, shut down the system.

11. Set both systems to boot from the virtual disk.

12. On theCitrix Provisioning console, change the virtual diskmode to standard cacheon local hard
disk drive.

Create a common image for use withmultiple physical device types

Using the common NIC method, a single virtual disk can simultaneously support different mother‑
boards, network cards, video cards, and other hardware devices. The result is a virtual disk capable
of being used by heterogeneous target devices, greatly reducing the number an administrator must
maintain. Use the information in this article to create a common image for physical devices.
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Prerequisites

• Make sure all target devices using the common image have a consistent HAL; they must have
the same number of logical processors.

Tip:

A single processor, hyper‑threading capable system is considered to have two logical
processors when hyper‑threading is enabled in the BIOS.

• The BIOS structure, presented to the OS during the boot process, must be of the same format
for all target devices that share a Standard Image. BIOS structure contains a list of all the com‑
ponents connected to themotherboard so that the appropriate drivers are loaded. This config‑
uration allows the components to function properly.

• Have either a 3ComManaged PC Boot Agent (MBA) or a PXE‑compliant NIC available. This card
is the common NIC that is inserted into each target device during the Common Image build
process.

• Install all the latest device drivers on each target device.

• Device drivers are missing if devices do not respond after you configure the common image.
For example, if a target device’s USBmouse and keyboard do not respond after you assign the
common image to the target device, the drivers for that target device’s chipset have not been
installed. Go to device manager and check to insure no yellow exclamation mark appears on
any devices, especially USB root HUBs and controllers.

• Determine which target device contains the latest motherboard chipset. This target device is
used as the first target device in the common imagebuild process. The latest Intel chipset driver
contains all the drivers for the previous chipset. It is not necessary to install as many drivers
when you build the common image.

• Except on the first target device, disable built‑in NICs on all target devices using the common
image. Leave the built‑in NIC on the first target device enabled. Disabling the NICs prevents
confusion about which NIC to use during the common image building process.

• Install Citrix Provisioning components.

Building the common image

To build a common image:

• Configure the master target device
• Export specific data files
• Boot the master target device
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• Add extra target devices to the common image

Important:

When building the common image, create a virtual disk that has enough space to accommodate
additional information added by the common image build process.

Configuring themaster target device

1. Insert the common NIC into the Master Target Device.
2. Install the target device software on theMaster Target Device. Select both the commonNIC and

built‑in NICs during the installation process.
3. Create a virtual disk, thenmount, format, and unmount it. Create a virtual disk that has enough

space to accommodate additional information added by the common image build process.
4. Run the Imaging Wizard on the target device to build the virtual disk.
5. Citrix® recommends making a copy of the original virtual disk created in Step 3 and save it in

the virtual disk directory on the provisioning server.
6. On the first target device, copy CIM.exe from C:\Program Files\Citrix\Provisioning Services to

a removable storage device, such as a USB flash drive. This utility is used to include disparate
target devices in the common image.

7. Shut down the Master Target Device and remove the common NIC.

Exporting specific data files

1. Insert the common NIC into a target device added to the common image, then boot the target
device from its local hard drive.

Note:

Although the Windows OS must be installed on this target device, the target device soft‑
ware does not have to be installed.

2. Copy CIM.exe from the removable storage device to this target device.

3. At a command prompt, navigate to the directory in where CIM.exe is located. Run the following
command to extract the information from the target device into the .dat file:

CIM.exe e targetdeviceName.dat

where targetdeviceName identifies the first target device that uses the common image. For
example, TargetDevice1.dat.

Copy the .dat file created in Step 3 to the removable storage device.

4. Shut down the target device and remove the common NIC.
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Note:

To include more target devices with disparate hardware in the common image, repeat this pro‑
cedure for each device, giving each .dat file a unique name.

Booting themaster target device

1. Reinsert the common NIC into the Master Target Device. Insert the NIC into the same slot from
which it was removed during the Configuring the Master Target Device procedure. Before boot‑
ing the Master Target Device, enter the BIOS setup and verify that the common NIC is the NIC
used in the boot process.

2. Using the common NIC, boot the Master Target Device from the virtual disk, in Private Image
mode.

3. Copy theCIM.exe and the.dat file associatedwith the first target device from the removable
storage device to the master target device.

4. At a command prompt, navigate to the directory where the CIM.exe and the .dat file are located.

5. Run the following command tomerge the information from the .dat file into the common image:

CIM.exe m targetdeviceName.dat

6. Shut down the Master Target Device.

Addingmore target devices to the common image

1. Insert the commonNIC intomore target devices included in the Common Image. Insert the NIC
into the same slot fromwhich it was removed in the Exporting Specific Data Files procedure.

2. Using the common NIC, boot the target device off the virtual disk in Private Imagemode.

3. Allow Windows time to discover and configure all the device drivers on the target device. If
prompted by the “Found NewHardwareWizard”to install new hardware, cancel the wizard and
proceed to Step 4.

Note:

Sometimes, Windows can’t install drivers for the built‑in NIC on a target device, and the
drivers cannot be installed manually. The common NIC and the target device’s built‑NIC
are similar to each other. As a result, the driver installation program tries to update the
driver for both NICs. For example, if the common NIC is an Intel Pro 100/s and the target
device’s built‑in NIC is an Intel Pro 100+. To resolve this conflict, open SystemProperties.
On theHardware tab, click theDeviceManager button. In theDeviceManager list, right‑
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click thebuilt‑inNIC andclickUpdateDriver to start theHardwareUpdateWizard. Choose
Install from a list or specific location and specify the location of the NIC’s driver files.

4. Open Network Connections. Right‑click the connection for the built‑in NIC and click Proper‑
ties in the menu that appears. The icon for the built‑in NIC is marked with a red X.

5. Under This connection uses the following items, selectNetwork Stack and clickOK.

6. From a command prompt, run the following command:

C:\Program Files\Citrix\Provisioning Server\regmodify.exe

Note:

After completing Steps 4–6, reboot the target device and allow Windows to discover and
configure any remaining devices. If prompted by the “Found New Hardware Wizard”to
install new hardware, proceed through the Wizard to complete the hardware installation.

7. Using the original virtual disk, repeat Step 1 through Step 6 for each of the additional target
devices you want to include in the Common Image.

8. Once target devices have been included in the Common Image, open the Console. Set the
disk access mode for the Common Image virtual disk to Standard Imagemode, then boot the
devices.

Deployments using Device Guard

Device Guard represents a combination of enterprise and software security features. It can be used to
provide a highly secure environmentwhich allows you to configure systems so that only trusted appli‑
cations can be used. See the Microsoft site for more information about Device Guard deployments.

When using Device Guard, consider the following:

• Device Guard is a property of an individual VM. This functionality is configured on the Hyper‑V
host where the VM resides, after the VM is created.

• EnableDeviceGuard in themaster imageprior creating the image. Onceenabled, youcan image
the virtual disk.

Also:

• See the Microsoft documentation site to configure Device Guard.
• See the Microsoft documentation site to configure nested virtualization.
• Once the virtual disk is created, use the Citrix Virtual Apps and Desktops™ Setup Wizard to pro‑
vision the VMs.

• Once theVMsareprovisioned,manually enable nested virtualization for eachVMon theHyper‑V
host on which it has been provisioned.
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Tip:

Citrix Provisioning only supports Device Guard using Hyper‑V 2016 and newer.

Configuring virtual disks for Active Directorymanagement

September 7, 2025

Integrating Citrix Provisioning™ and Active Directory allows administrators to:

• Select theActiveDirectoryOrganizationalUnit (OU) for theCitrixProvisioning targetdevice com‑
puter account.

• Take advantage of Active Directory management features, such as delegation of control and
group policies.

• Configure the Citrix Provisioning server to automatically manage the computer account pass‑
words of target devices.

Before integrating Active Directory within the farm, verify that the following prerequisites are met:

• The master target Device was added to the domain before building the virtual disk.
• The Disable Machine Account Password Changes option was selected when the running the
image optimization wizard.

After all prerequisites have been verified, new target devices can be added and assigned to the virtual
disk. A machine account is then created for each target device.

Managing domain passwords

When target devices access their own virtual disk in Private Imagemode, there are no special require‑
ments for managing domain passwords. However, when a target device accesses a virtual disk in
standard imagemode, the provisioning server assigns the target device its name. If the target device
is a domain member, the name and password assigned by server must match the information in the
corresponding computer accountwithin thedomain. Otherwise, the target device is not able to logon
successfully. For this reason, the provisioning server must manage the domain passwords for target
devices that share a virtual disk.

To enable domain password management you must disable the Active Directory‑(or NT 4.0 Domain)
controlled automatic renegotiation of machine passwords. This process is done by enabling the Dis‑
able machine account password changes security policy at either the domain or target‑device level.
The provisioning server provides equivalent functionality through its own Automatic Password
Renegotiate feature.
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Target devices booted from virtual disks no longer require Active Directory password renegotiation.
Configuring a policy to disable password changes at the domain level applies to any domain mem‑
bers booting from local hard drives. If policies disabling password changes are not desirable for your
environment, disable machine account password changes at the local level. To disable machine ac‑
count password changes, select theOptimize option when building a virtual disk image. The setting
is applied to any target devices that boot from the shared virtual disk image.

Note:

The Citrix Provisioning server does not in anyway change or extend the Active Directory schema.
The provisioning server’s function is to create or modify computer accounts in Active Directory,
and reset passwords.

When domain passwordmanagement is enabled, it:

• Sets a unique password for a target device.
• Stores that password in the respective domain computer account.
• Gives the information necessary to reset the password at the target device before it logs on to
the domain.
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Passwordmanagement process

With passwordmanagement enabled, the domain password validation process includes:

• Creating a machine account in the database for a target device, then assign a password to the
account.

• Providing an account name to a target device using the Streaming Service.
• Having the domain controller validate the password provided by the target device.
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Enabling domainmanagement

Each target device that logs on to a domain requires a computer account on the domain controller.
This computer account has a password maintained by the Windows desktop OS and is transparent
to the user. The password for the account is stored both on the domain controller and on the target
device. If the passwords stored on the target device and on the domain controller do not match, the
user cannot log on to the domain from the target device.

Domain management is activated by completing the following tasks:

• Enabling Machine Account Password Management
• Enabling Automatic Password Management

Enablingmachine account passwordmanagement

To enable machine account passwordmanagement, complete the following:

1. Right‑click on a virtual disk in the Citrix Provisioning console, then select the File Properties
menu option.

2. On theOptions tab, select Active Directorymachine account passwordmanagement.
3. ClickOK, then close the properties dialogs, then restart the Streaming Service.

Enabling automatic passwordmanagement

If your target devices belong to an Active Directory domain and are sharing a virtual disk, complete
the following extra steps.

To enable automatic password support, complete the following:

1. Right‑click on a provisioning server in the console, then select the Propertiesmenu option.
2. Select the Enable automatic password support option on theOptions tab.
3. Set the number of days between password changes.
4. ClickOK to close the Server Properties dialog.
5. Restart the Streaming Service.

Managing domain computer accounts

The tasks documented here must be performed using the Citrix Provisioning server, rather than in
Active Directory, to take full advantage of product features.
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Supporting cross‑forest scenarios

To support cross‑forest scenarios:

• Ensure that DNS is properly set up. See theMicrosoftwebsite for information on how to prepare
DNS for a forest trust.

• Ensure the forest functional level of both forests is the same version of Windows Server.
• Create the forest trust. To create an account in a domain fromanother forest, create an Inbound
Trust from the external forest to the forest where Citrix Provisioning resides.

Parent‑child domain scenario

Common cross‑domain configurations involve having the Citrix Provisioning server in a parent do‑
main with users from one or more child domains. These users can administer Citrix Provisioning and
manage Active Directory accounts within their own domains.

To implement this configuration:

1. Create a Security Group in the child domain; it canbe aUniversal,Global, or Local DomainGroup.
Make a user from the child domain a member of this group.

2. From the provisioning server console, in the parent domain, make the child domain security
group a Citrix Provisioning Administrator.

3. If the child domain user does not have Active Directory privileges, use the Delegation Wizard in
the Active Directory Users & Computers Management Console. Use this method to assign,
create, and delete a user’s computer account rights for the specified OU.

4. Install the Citrix Provisioning Console in the child domain. No configuration is necessary. Log
into the provisioning server as the child domain user.

Cross‑forest configuration

This configuration is similar to the cross‑domain scenario. However, in this configuration the Citrix
Provisioning console, user, and administrator group are in a domain that is in a separate forest. The
steps are the same as for the parent‑child scenario, except that a forest trust must be established
first.

Note:

Microsoft recommends that administrators do not delegate rights to the default Computers con‑
tainer. The best practice is to create accounts in the OUs.
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Giving provisioning services administrator privileges to users from another domain

Citrix® recommends the following method. For role‑based administrators where the PVS is in one
domain and the PVS administrator is in another domain, a two‑way trust is required.

1. Add the user to a universal group in their own domain (not the Citrix Provisioning domain).
2. Add that universal group to a local domain group in the Citrix Provisioning domain.
3. Make that local domain group the Citrix Provisioning admin group.

Adding target devices to a domain

Note:

The machine name used for the virtual disk image must not be used again within your environ‑
ment.

1. Right‑click on one or more target devices in the Console window. You can alternatively right‑
click on the device collection itself to add all target devices in this collection to a domain. Select
Active Directory, then select Create machine account. The Active Directory Management
dialog appears.

2. From the Domain scroll list, select the domain that the target device belongs to. Or, in the Do‑
main Controller text box, type the name of the domain controller that the target devices are
added to. If you leave the text box blank, the first Domain Controller found is used.

3. From the Organization unit (OU) scroll list, select, or type the organization unit to which the
target device belongs. The syntax is ‘parent/child,’lists are comma separated. If nested, the
parent goes first.

4. Click the Add devices button to add the selected target devices to the domain and domain con‑
troller. A statusmessage displays to indicate if each target device was added successfully. Click
Close to exit the dialog.

Removing target devices from a domain

1. Right‑click on one or more target devices in the console window. Alternatively, right‑click on
the device collection itself to add all target devices in this collection to a domain. Select Active
DirectoryManagement, then selectDeletemachine account. The Active DirectoryManage‑
ment dialog appears.

2. In the Target Device table, highlight those target devices that are removed from the domain,
then click the Delete Devices button. Click Close to exit the dialog.

Reset computer accounts
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Note:

An Active Directory machine account can only be reset when the target device is inactive.

To reset computer accounts for target devices in an Active Directory domain:

1. Right‑click on one or more target devices in the Console window. Alternatively right‑click on
the device collection itself to add all target devices in this collection to a domain. Then select
Active Directory Management, then select Reset machine account. The Active Directory
Management dialog appears.

2. In the Target Device table, highlight those target devices to reset, then click the Reset devices
button.

Note:

Add this target device to your domain while preparing the first target device.

3. Click Close to exit the dialog.

4. Disable Windows Active Directory automatic password renegotiation. To disable automatic
password renegotiation on your domain controller, enable the following group policy: Domain
member: Disable machine account password changes.

Note:

To make this security policy change, you must have sufficient permissions to add and
change computer accounts in Active Directory. You have the option of disabling machine
account password changes at the domain level or local level. If you disable machine
account password changes at the domain level, the change applies to all members of the
domain. If you change it at the local level (by changing the local security policy on a target
device connected to the virtual disk in Private Image mode), the change applies only to
the target devices using that virtual disk.

5. Boot each target device.

Active directory‑based activation

Update how Microsoft Volume Licensing is configured for an individual virtual disk using Active
Directory‑based activation. With this functionality you can specify that the virtual disk uses no
volume licensing.
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Note:

When using theMicrosoft Volume Licensing for a virtual disk, consider that KeyManagement Ser‑
vices (KMS), Multiple Activation Key (MAK) and Active Directory‑based activation (ADBA) cannot
be used together.

To improve active directory‑based activation:

1. In the virtual disk Property screen, set the virtual disk Microsoft Licensing property toNone.
2. On the target device, use slmgr-dlv for a Microsoft image, and cscript ospp.vbs/

dstatus for a Microsoft Office image.

Tip:

Aknown issue existswhereVAMTdisplays errors aboutduplicateCMIDentries for ADBAactivated
devices. This issue occurs although ADBA does not utilize CMID. ADBA, despite being similar to
KMS, does not use CMID. Microsoft reuses KMS data when compiling CMID information. The fol‑
lowing image illustrates a VAMT tool screen for ADBA. The Volume Activation by Type screen
displays conflicts for duplicate CMID entries for those devices.
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Assigning virtual disks to target devices

September 7, 2025

Assign a virtual disk to a single target device or to all devices within a target device collection. If a
target device has more than one virtual disk assigned to it, a list of disks appears at boot time. This
process allows you to select the appropriate virtual disk to boot.

If one or more virtual disk versions exist, the version target devices use in Production is either the
highest numbered production version or an override version. For details see Accessing a virtual disk
Version. Maintenance and Test devices with non‑production versions are labeled appropriately.

Assigning vDisks to a target device

vDisks can be assigned to a single target device using:

• Drag
• Target Device Properties dialog

To assign a virtual disk, using drag, to one or all target devices within a collection:

1. In the Citrix Provisioning™ console tree, expand the virtual disk Pool within a given site. Or,
alternately expand Stores to display the assigned virtual disk in the right pane of the window.
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2. Left‑click and hold themouse on the virtual disk, then drag it onto the target device or onto the
collection.

To assign one or more vDisks to a single target device from the Target Device Properties dialog:

1. In the Citrix Provisioning console tree, expand the Device Collections folder, then click the col‑
lection folder where this target device is a member. The target device displays in the details
pane.

2. Right‑click on the target device, then select Properties. The Target Device Properties dialog
appears.

3. On the General tab, select the boot method that this target device uses from the Boot from
menu options.

4. On the vDisks tab, select the Add button within the virtual disk for this Device section. The
Assign vDisks dialog appears.

5. To locate assignable vDisks for this target device, select a specific store or server. These stores
or servers are located under the Filter options. You can alternately accept the default setting,
which includes All Stores and All Servers.

6. In the Select the desired vDisks list, highlight the vDisk(s) to assign, then click OK, then OK
again to close the Target Device Properties dialog.

Export Devices Wizard

September 13, 2025

This release of Citrix Provisioning includes a new wizard in the provisioning console. The Devices
Export Wizard exports existing provisioned devices to the Citrix Virtual Apps and Desktops™ Delivery
Controller.

Note:

Instead of importing devices from Citrix Studio, devices are exported to the Delivery Controller
using the remote PowerShell SDK for the Citrix Cloud Delivery Controller. For on‑premises de‑
ployments, the Citrix Virtual Apps and Desktops Delivery Controller SDK is used. The Devices
Export Wizard is the preferred method for adding existing devices in your Citrix Provisioning™
farm to a Citrix Virtual Apps and Desktops Delivery Controller. Ability to import Citrix Provision‑
ing target devices to create catalogs in Citrix Studio is deprecated and removed.

Requirements

The following elements are required for the Export Devices Wizard on Citrix Cloud™ deployments:
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• Citrix Virtual Apps and Desktops Delivery Controller in Citrix Cloud. The Delivery Controller has
its own database where Citrix Provisioning devices are added to the catalog.

• Citrix Cloud Connector™ located on‑premises. Used for setting up Citrix Cloud, this connector
acts as the relay between Citrix Cloud and the on‑premises resource location.

• Citrix Provisioning console. The console uses the Citrix Virtual Apps and Desktops remote Pow‑
erShell SDK to add existing Citrix Provisioning devices to the Citrix Virtual Apps and Desktops
Delivery Controller.

• Citrix Provisioning server version 1912 or later. This server communicateswith the on‑premises
hypervisors and database andmakes SOAP calls to MAPI.

The following elements are required for the Export Devices Wizard on‑premises deployments:

• Citrix Provisioning console. The console uses the Citrix Virtual Apps and Desktops Delivery Con‑
troller SDK to add existing Citrix Provisioning devices to the Citrix Virtual Apps and Desktops
Delivery Controller catalog.

• Citrix Provisioning server version 1912 or later. This server communicateswith the on‑premises
hypervisors and database andmakes SOAP calls to MAPI.

• Citrix Virtual Apps and Desktops Delivery Controller for on‑premises setup.

Note:

TheStreamandSOAPServicesuser accountmust haveViewDatabaseStatepermission toobtain
the Provisioning Server version for the connected MAPI server. This implementation is used to
verify that the database is a Provisioning Server database.

Important considerations

Consider the following when using the Export Devices Wizard:

• The Devices Export Wizard Summary page displays the number of devices that are exported
to the Citrix Virtual Apps and Desktops Delivery Controller. This page displays this information
even if devices fail to export. The Summary page displays how many device records were cre‑
ated and how many failed. the names of the failed devices can be found in the CDF trace. To
export devices that failed earlier, rerun the Devices Export Wizard. Select the same collections.
Add them to the existing Citrix Virtual Apps and Desktops catalog, or create a catalog to add
them.
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• Devices can only be exported to a single Citrix Cloud customer during a single execution of the
wizard. If the Citrix Cloud user has multiple cloud customers to manage, and changes occur
during the execution of the wizard process, close the wizard and start it again. Use this process
to change the Citrix Cloud customer.

• Existing provisioned Nutanix devices cannot be exported to Citrix Cloud because a Nutanix VM
MAC address cannot be obtained. This limitation is similar to the behavior of the machine cre‑
ation wizard in the Citrix Studio. To add a Nutanix device to the Citrix Cloud Delivery Controller,
create a device using the Citrix Virtual Apps and Desktop Setup Wizard on Citrix Provisioning
console.

• When creating a machine catalog for a physical device using the Export Devices Wizard, the fol‑
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lowing exception may appear: Object reference not set to an instance of an object. To resolve
this issue, use theMachine CreationWizard in Studio to import the physical devices to the Citrix
Virtual AppsandDesktopsmachinecatalog. Whenyouareusing theCitrix Virtual AppsandDesk‑
tops service in Citrix Cloud, the machine catalog appears in the Initial Zone. Manually correct
the zone of the machine catalog in Studio. This configuration avoids the error Cannot connect
to the PVS server when addingmore devices. Tomanually move themachine catalog to correct
zone:

1. Log into Studio.

2. In the zones node, manually drag the machine catalog to the desired zone.

Architecture

The following image illustrates elements comprising the Citrix Cloud architecture as part of the new
Devices Export Wizard functionality.

Note:

The on‑premises configuration remains unchanged. The Devices Export Wizard functions with
the on‑premises Citrix Virtual Apps and Desktops Delivery Controller.
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The wizard:

• runs on the Citrix Provisioning console and adds existing provisioneddevices to the Citrix Cloud
Delivery Controller.

• uses SOAP and MAPI calls to interact with the Citrix Provisioning server to retrieve information
on existing provisioned devices.

• interactswith theCitrix Virtual AppsandDesktops remotePowerShell SDK tocommunicatewith
the Citrix Cloud Delivery Controller to add provisioned devices to the machine catalog.

Using the devices export wizard

Use the information in this section to install elements required for Devices Export Wizard functional‑
ity.

Important:

For on‑premises deployments, theCitrix Virtual Apps andDesktopsDelivery Controller is unmod‑

© 1997–2025 Citrix Systems, Inc. All rights reserved. 223



Citrix Provisioning™ 1912 LTSR

ified. No further installation or configuration changes are required. The Citrix Provisioning con‑
sole installer, version 1912 or later, provides all the necessary components required to use the
Export Devices Wizard.

For Citrix Cloud deployments:

1. Install the Citrix Cloud Connector.
2. Upgrade Citrix Provisioning to version 1912 or later.
3. Uninstall the Citrix Virtual Apps and Desktops Delivery Controller SDK from your Citrix Provi‑

sioning console. Perform this task by uninstalling each of the following snap‑ins: Citrix Broker
PowerShell snap‑in, Citrix Configuration Logging Service PowerShell snap‑in, Citrix Configuration
Service PowerShell snap‑in, Citrix Delegated Administration Service PowerShell snap‑in, and Cit‑
rix Host Service PowerShell snap‑in.

4. Download and install the Citrix Virtual Apps and Desktops Remote PowerShell SDK on the Citrix
Provisioning console.

Important:

Install the Citrix Virtual Apps and Desktops Remote PowerShell SDK from the command line and
provide the PVS=YES argument.

For information about provisioning in Citrix Cloud, see Citrix Provisioning managed by Citrix Cloud.
Formore information about installations related to Citrix Cloud deployments, see Using PVSwith the
Citrix Cloud Apps and Desktop Service.

To launch the Devices Export Wizard:

1. In the Citrix Provisioning console, click the Sites node.

2. Right‑click the Site you want to configure, and right‑click to expose a contextual menu.

3. In the context menu, click Export Devices Wizard.
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The Export Devices Wizard screen appears.

4. ClickNext to start the wizard.
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5. Enter the Citrix Virtual Apps and Desktops Delivery Controller address. For Citrix Cloud imple‑
mentations, enter the Citrix Cloud Connector IP address. Click Next.
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After specifying the Delivery Controller address, the Citrix Cloud login screen appears. This
screen only appears for Citrix Cloud implementations.

6. Enter your Citrix Cloud credentials. Click Sign In.
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7. After signing in to Citrix Cloud, select the appropriate Customer:

© 1997–2025 Citrix Systems, Inc. All rights reserved. 228



Citrix Provisioning™ 1912 LTSR

8. Click the Device Type to export. Select Next. Selecting Virtual Devices creates power man‑
aged Citrix Virtual Apps and Desktops catalog. Physical devices in the Citrix Virtual Apps and
Desktops catalog are unmanaged. When selecting Virtual Devices, the wizard displays the
Host Resource screen which allows you to click the host or hypervisor. For physical devices,
the wizard skips to the Active Directory and Collection selection screen.
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9. Click the host resource. SelectNext.
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10. When selecting the host resource, youmust associate a user name and password. SelectOK.

11. Click the Active Directory domain and collections that you want to export. SelectNext.
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12. Use the list to select the VDA version. Devices are required to register with the Delivery Con‑
troller referencing the machine catalog. SelectNext.

Tip:

All displayed devices are exported to a single Citrix Virtual Apps and Desktop catalog. You
cannot select a device in this list.
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13. Clickmachinecatalogpreferences. If youarecreatingacatalog, specify thenameandoptionally
include a description. SelectNext.
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14. Click the operating system. SelectNext.
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15. Set the user experience for the virtual desktop. SelectNext.
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16. Select Finish in the Summary screen to complete the wizard process.
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Once the wizard finishes, use the Machine Catalog Screen to view the Citrix Virtual Apps and
Desktops catalog. Ensure that the catalog was created with the associatedmachines.
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Using the Streamed VM SetupWizard

September 7, 2025

The Citrix Provisioning™ Streamed VM SetupWizard deploys a streamed virtual disk to several cloned
virtual machines (VMs).

Use the wizard to:

• Create VMs on a supported hosted hypervisor from an existing template:

– XenServer®
– Hyper‑V via SCVMM
– ESX via vCenter

• Create Citrix Provisioning target devices within a collection
• Assign a virtual disk image that is in standard imagemode to the VMs

Before running the wizard, be sure that the following prerequisites are met:

• One or more hypervisor hosts exist with a configured template.

• A Device Collection exists in the Citrix Provisioning site.

• A virtual disk in standard imagemode exists, associated with the selected VM template.

• Template VM Requirements:
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– Boot order: Network/PXE first in list (as with physical machines).

– Hard disks: If using local write cache, an NTFS formatted disk large enough for the cache
must exist. Otherwise, no hard disks are required.

– Network: Static MAC addresses. If using XenServer, address cannot be 00‑00‑00‑00‑00‑00

• The Citrix Provisioning console user account was added to a provisioning site admin group or
above.

• When creating accounts in the console, you need permissions to create the Active Directory ac‑
count. To use an existing one, consider that the Active Directory account must exist in a known
OU for selection.

• If you are importing an Active Directory .CSV file, use the following format: name,type,
description. The .CSV file must contain the column header. For example:

Name,Type,Description,

PVSPC01,Computer,,

The trailing commamust be included to signify three values, even if there is no description. This
method is the same formatting used by Active Directory Users and Computers MMC when ex‑
porting the contents of an organizational unit.

• If you are running a vCenter server on alternate ports, the following registrymodificationsmust
be made to connect to it from Citrix Provisioning:

– CreateanewkeyHKLM\Software\Citrix\CitrixProvisioning\PlatformEsx

– Create a string in the PlatformEsx key named ServerConnectionString and set
it to http://{ 0 } :PORT\\#/sdk

Note:

If you are using port 300, ServerConnectionString= http://{ 0 } :300/sdk

This wizard creates VMs, associates Citrix Provisioning target devices to those VMs, and assigns a
shared virtual disk to them.

The wizard is run directly from a Citrix Provisioning console.

1. Right‑click on the Site icon in the Console tree panel, then select the Streamed VMSetupWiz‑
ard…menu option. TheWelcome to the Streamed VM SetupWizard dialog appears.

2. ClickNext to begin the setup.

3. Select the type of hypervisor to connect to, then enter the required connection credentials.

4. ClickNext to verify the connection.
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Note:

For convenience, the most recently used hypervisor and user name are cached in the reg‑
istry of the local machine running this instance of the provisioning console.

XenServer 5.5 Update 2 hypervisors are not supported in the 5.6.1 Streamed VM SetupWiz‑
ard. System Center Virtual Machine Management (SCVMM) servers require PowerShell 2.0
to be installed.

5. Optional. On the Hypervisor cluster screen, select the hypervisor host or cluster to host the
VMs, then clickNext.

6. Select one VM template from the specified host, then clickNext.

7. On the Collection and vDisk page, select the collection in which to add VMs.

8. Select a single shared virtual disk within to assign to VMswithin that collection, then clickNext.

9. Set the number of VMs to create, the number of vCPUs, and the amount ofMemory usedby each
new virtual machine.

10. Select the radio button next to one of the following methods, then clickNext:

• Create accounts
• Import existing accounts

Note:

The Active Directory administrator must delegate rights to the Citrix Provisioning console
user to allow Active Directory account creation.

The domain and OU default to those rights of the current user.

New computer names that are created are first validated that they do not exist as comput‑
ers in Active Directory, VMs, or target devices.

11. If the Create new accounts method is selected:

• ClickNext. The Active Directory accounts and location screen appears.
• Select the appropriate domain from theDomainmenu, then select from theOUs listed for
that Domain.

• In the Account naming schememenu, select a valid naming scheme consisting of at least
onehash symbol (#) that is 15 characters or less. Also, select anumber/character fill option
thatdynamically replaces thehashsymbols in the specifiednamingscheme, incrementing
by one for each VM as they are created.

If Import existing accounts is selected:

• ClickNext. The Active Directory accounts and location page appears.
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• Click Browse to browse for an Active Directory Organizational Unit to import Active Direc‑
tory account names, or click Import to import account names from a CSV file.

Note:

The Required count displays the number of virtual machines previously specified to be
created. The Added count displays the number of validated entries added to the list.

12. Review all configuration settings, and then clickNext to confirm and finish configurations.

Note:

Clicking Cancel cancels the configuration of any additional machines, and the quantity of
successfully configured machines displays under the Progress bar. Progress is retained if
the wizard fails or is canceled in the middle of an operation. Cleanup existing progress
manually, which includes removing the following:

• Citrix Provisioning target devices created in the selected collection.
• VMs created in any of the selected hosts hypervisors.
• Active Directory computer accounts that were created.

Important:

When using the setup wizard to specify names associated with storage devices, do not use a
comma. Citrix Virtual Apps and Desktops™ retains names associated with storage devices, sep‑
arated by commas. For example, Storage 1, Storage 2, Storage 3. If a storage name includes
a comma, for instance, Storage1,East, Citrix Provisioning erroneously recognizes it as two
separate storage devices.

Tip:

There is a risk that moving target devices from site to site might cause them to be deleted in the
future. This risk increases if the target device was created using the Streamed VM Setup Wizard.
Citrix® recommends that you avoid moving target devices from site to site.

Deploying virtual desktops to VMs using the Citrix Virtual Apps and
Desktops™ SetupWizard

September 13, 2025

The Citrix Virtual Apps and Desktops Setup Wizard (XDSW) helps with deploying virtual desktops to
virtual machines (VMs).
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Important:

The Citrix Provisioning server must have direct access to the storage device to facilitate com‑
munication. The provisioning user must have read\write access to the storage device to ensure
successful provisioning with the HDD BDM.

The wizard:

• Creates VMs on a Citrix Virtual Apps and Desktops‑hosted hypervisor using an existingmachine
template:

– XenServer (formerly Citrix Hypervisor™)
– ESX via vCenter
– Hyper‑V using SCVMM. When provisioning to an SCVMM server, the wizard automatically
changes the network configuration of both the first legacy NIC and the second synthetic
NIC for Gen 1 VMs. See the SCVMM section for more information.

– Nutanix Acropolis (from snapshots). See Nutanix Acropolis requirements for more infor‑
mation.

• Creates Citrix Provisioning™ target devices within a new or existing provisioning device collec‑
tion matching the Citrix Virtual Apps and Desktops catalog name.

• Assigns a Standard Image virtual disk to VMs within the device collection.
• Adds the target to the selected Active Directory OU.
• Adds virtual desktops to a Citrix Virtual Apps and Desktops catalog.

Important considerations

Consider the following when using the Citrix Virtual Apps and Desktops Setup Wizard:

• For Citrix Virtual Apps and Desktops setup Wizard provisioned Gen 2 VMs, the BDM partition is
FAT formatted with a drive letter. As a result, Windows in a Citrix Provisioning private image are
aware of the new partition. For example, an RDS provisioning image using a write cache disk
and BDM partition has 2 partitions in private imagemode.

• Whenusing the Linux streaming feature, consider that a new stepwas added to the Citrix Virtual
Apps and Desktops Setup Wizard. Add the SOAP SSL certificate to ensure that the Linux target
can image the virtual disk through the SOAP server. For details, see Installation.

• Using the Citrix Provisioning SetupWizard to create VMs on a XenServer host while specifying 1
vCPU, creates a VM with 1 vCPU. However, the topology possesses 2 cores per socket. Creating
VMs in this fashion prevents the VM from booting, while displaying the following error message
in XenCenter: The value 'VCPU\\_max must be a multiple of this field is
invalid for field platforms:cores-per-socket. As a result, XenCenter fails to boot the
VM because the topology and vCPU configuration are incompatible.
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• The Citrix Virtual Apps and Desktop Setup Wizard creates targets then boots them to for‑
mat the cache drive. This process occurs quickly. A VDA occasionally reaches a state
where it fails to shut down correctly. This process occurs because the VDA is initializing
while the Citrix Provisioning Device Service simultaneously finishes formatting the cache
drive then shuts down the target. To resolve this issue, in the virtual disk registry key,
HKEY_LOCAL_MACHINE\SOFTWARE\Citrix\CitrixProvisioning, create a DWORD called “Re‑
bootDelaySec”. Set an arbitrary value, delay‑to‑shutdown, in seconds using a decimal
value.

• When using the Citrix Virtual Apps and Desktops SetupWizard, the default VDA level is 7_9 even
though there is a 7_20 VDA level. This behavior is the same in the Machine Creation Wizard in
Studio. Also, the VDA level 7_20 in Citrix Virtual Apps and Desktops SetupWizard is the same as
the VDA level in Studio version 1811.

ESX permissions

For ESX 5.5, the minimum permissions include the following:

• Datastore Permissions

– Allocate space
– Browse datastore
– Low level file operations

• Network Permissions

– Assign network

• Resource Permissions

– Assign virtual machine to resource pool

• System Permissions ‑ These permissions are automatically added when you create a role in
vCenter.

– Anonymous
– Read
– View

• Task Permissions

– Create Task

• Virtual machine configuration Permissions

– Add existing disk
– Add new disk
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– Advanced
– Change CPU count
– Change resource
– Memory
– Modify device settings
– Remove disk
– Settings

• Virtual Machine/Interaction

– Power Off
– Power On
– Reset
– Suspend

• Virtual Machine/Inventory

– Create New
– Create from existing
– Remove
– Register

• Virtual Machine/Provisioning

– Clone virtual machine
– Clone template
– Allow disk access
– Allow virtual machine download
– Allow virtual machine files upload
– Deploy template

• Global

– Manager custom attributes
– Set custom attribute

Note:

Other previously supported versions of ESX require the same permissions to support Provision‑
ing Services 7.x.

Write cache considerations

The Citrix Virtual Apps and Desktops setup Wizard discards any hard disks that are attached to a tem‑
plate. This process minimizes provisioning time.
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The wizard provisions diskless VMs if the virtual disk is in standard image mode and cache is set as
cache on the server. If the cache is server‑side, Citrix Provisioning does not automatically boot the
provisioned VMs.

The wizard provisions VMs with write cache drives (the default size is 6 GB and the default type is
dynamic). If the virtual disk is in standard imagemode and cache is set as cache on the local hard disk.
To format thewrite cache drive, thewizard automatically boots the VMs in standard imagemodewith
the cache on the server. After formatting completes, VMs are automatically shut down, then Citrix
Virtual Apps and Desktops can boot the VMs as necessary.

If the write cache is stored on hypervisor local storage, configuring deployment through the Citrix
Virtual Apps and Desktops Setup wizard varies depending on your hypervisor:

• On XenServer®, VMs are spread across multiple local storage resources. Create the template
without storage (network boot).

• On ESX and Hyper‑V, you cannot use the Citrix Virtual Apps and Desktops SetupWizard to provi‑
sion VMs if you are using hypervisor local storage.

Important:

When specifying names associated with storage devices, do not use a comma (,). Citrix Virtual
Apps and Desktops retains names associated with storage devices separated by commas. For
example, Storage 1, Storage 2, Storage 3. If a storage name includes a comma, for instance,
Storage1,East, Citrix Provisioning erroneously recognizes this format as two separate stor‑
age devices.

Limitation

The registry key UseTemplatecache created on the Provisioning Server running the Citrix Virtual
Apps and Desktops Setup Wizard supports only PXE or ISOmode and not HDD BDM boot.

Virtual disk types

VMs provisioned through the Citrix Virtual Apps and Desktops Setup Wizard have new disks created
and attached for local provisioning write cache use. The default virtual disk types created are:

• “Fixed”or “dynamic”depending upon the storage repository used in Citrix Hypervisors
• “Dynamic”for SCVMM 2012 SP1
• “Fixed”for SCVMM 2012
• “Thin‑provisioned”for ESX
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There is a registry key tooverride thedefault typesofwrite cachedisks createdbyprovisioningdeploy‑
ments on SCVMM and ESX. This registry key does not apply to XenServer. To force “fixed”(or “eager‑
zeroed thick”for ESX):

[HKEY_CURRENT_USER\Software\Citrix\ProvisioningServices\VdiWizard]

"OVERRIDE_VM_WRITE_CACHE_DISK_TO_FIXED"="true"

Setting this same key tofalse overrides to the dynamic setting. Remove the key to return to default
behavior.

Run the wizard

Run the wizard directly from the Citrix Provisioning console or from a remote console.

The Citrix Virtual Apps and Desktops SetupWizard cannot be used to connect twice in a row. Once the
Wizard tries to connect to the Citrix CloudDelivery controller™ once, regardless of connection success
or failure, youmust exit and close the console.

Important:

If youareusing ISOBDMboot, ensure that the templatehas theBDM ISOattached to it. Configure
the PXE boot option in the Boot mode in the Virtual Machines page of the Citrix Virtual Apps
and Desktops Setup Wizard.

1. Right‑click on any Site icon in the Console tree panel, then select the Citrix Virtual Desktops™
Setup Wizard…menu option. The Citrix Virtual Desktops Setup Wizard appears. Note: The
Citrix Virtual Apps andDesktopSetupWizard is shownas theCitrix Virtual Desktops SetupWizard
in the provisioning console.

2. ClickNext to begin setup.

3. On theCitrix Virtual Apps andDesktopsHostpage, enter the location of the Citrix Virtual Apps
and Desktops Host address to connect to and to configure. The most recent Citrix Virtual Apps
and Desktops Controller is cached in the registry of the local machine running this instance of
the console.

4. Select a Citrix Virtual Apps and Desktops host. If you choose a cluster, machines are evenly
distributed across the hosts cluster.

Note:

XenServer 5.5 Update 2 virtualization settings do not display. These settings are added
in Citrix Virtual Apps and Desktops as host connections using the Manually create VMs
option. As a result, you cannot specify a network or storage location for them, therefore it
is not listed in the Citrix Virtual Apps and Desktops Setup Wizard.
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5. Supply the host credentials, user name, and password.

6. From the list of available templates, select the template to use for the host you chose. If us‑
ing a previous version of the VDA or if the template is built using Windows Vista, select the
check box. Valid templates must have a dynamic MAC address or a static address with a value
(00:00:00:00:00:00 is not a valid MAC address).

7. If there is more than one network available for the Virtualizations Settings, a page displays so
you can select the appropriate network.

8. Select a single standard imagemode virtual disk to assign to the collection of VMs.

9. Create a catalog or use an existing catalog from a previous release (Vista orWindows 7with VDA
5.6). The options available depend on which catalog option you select:

• If you chose to create a catalog, provide a name and description for that catalog. Appro‑
priate machine types include:

– WindowsClientOperating System –best for delivering personalizeddesktops to users,
or delivering applications to users from desktop operating systems.

– Windows Server Operating System –best for delivering hosted shared desktops for
large scale deployment of standardizedmachines or applications, or both.

– The vGPU option is only supported on desktop operating systems.

• If you select an existing catalog using the menu, that catalog’s description, machine type,
assignment type, and user data appear.

10. Select VM preferences. Preferences vary depending on the machine OS type and if assigned
user changes are discarded after the session ends.

a) ForWindowsClient orWindows Servermachines that are randomly assigned to userswho
do not require a Personal vDisk:

• Number of VMs to create (default is 1)
• vCPUs (default is based on the previously selected template)
• If the template has dynamicmemory configured, two extra configuration settings are
required (minimum andmaximummemory).

• Local write cache disk (default is 6 GB)
• Boot mode. PXE boot (requires a running PXE service). BDM disk (creates a partition
for the Boot Device Manager file).

11. Choose the appropriate method for adding Active Directory computer accounts:

• Create accounts
• Import existing accounts

The page that displays depends on which Active Directory method you select.
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12. To create accounts: Delegate rights to the provisioning console user to allow Active Directory
account creation or modification to manage computer account passwords.

• Select theappropriatedomain fromtheDomainmenubox, then select fromtheOUs listed
for that domain. The domain and OU default to rights of the current user.

• Select themachine‑naming option from the Account naming schememenu text box. En‑
ter a valid naming scheme consisting of at least one hash symbol (#) that is 15 characters
or less. Also, select a number/character fill option that dynamically replaces the hash sym‑
bols in the specified naming scheme, incrementing by one for each VM as they are created.

13. To Import existing accounts:

• Click Browse to browse for the appropriate OU to import, or click Import to import an
existing .csv file in the following format:

Name,Type,Description,

PVSPC01,Computer,,

The Required count displays the number of VMs previously specified and the Added
count displays the number of entries in the list. If you import machine account names
that exist in any of the following locations, they are not valid. They do not display in the
list. Citrix Virtual Apps and Desktops (as a machine), Citrix Provisioning (as a device), and
on the hypervisor (as a VM). If the AD structure contains many objects or containers, or if
you are importing many machine accounts, the import might take a long time. It must
validate that each imported account does not exist in Citrix Provisioning, Citrix Virtual
Apps and Desktops, and the destination hypervisor. If so, you receive feedback in the
form of an hour glass cursor while the import finishes.

14. Review all configuration settings. After confirming, the following actions take place one at a
time across all hosts until configurations are complete:

• If applicable, create a Citrix Virtual Apps and Desktops catalog
• Create VMs on a host’s hypervisor using the machine template
• Create BDM partitions, if specified
• Create a write cache disk of the specified size
• Create Citrix Provisioning target devices then assign the selected virtual disk to those de‑
vices

• Add the target devices to the selected provisioning collection
• Add the VMs to the Citrix Virtual Apps and Desktops catalog
• Boot each VM to format the newly created write cache disk

If you cancel during the configuration, youmust manually remove the following:

• Citrix Virtual Apps and Desktops machines from the assigned catalog
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• Active Directory computer accounts that were created.
• Newly created Citrix Virtual Apps and Desktops catalogs.
• Citrix Provisioning target devices created in the selected device collection.
• VMs created on any of the selected host hypervisors.

To update and reassign a virtual disk, copy the target device’s currently assigned base virtual disk im‑
age. Update the image to include new Citrix Provisioning software and drivers. Reassign the updated
virtual disk to the target device. To reassign the virtual disk, use the vDisk Properties Assign vDisk
dialog on the console.

Nutanix Acropolis requirements

The following are required when using Citrix Provisioning with Nutanix Acropolis:

• An installed Nutanix Acropolis hypervisor plug in for Citrix Provisioning. Download this plug‑in
from the Nutanix support site. See the Nutanix documentation portal for installation informa‑
tion.

• A Citrix Virtual Apps and Desktops host connection to AHV.
• Nutanix Acropolis platform version 5.1.1 or greater.

Tip:

Unique to AHV provisioning is the requirement to choose a container.

Important considerations when using Nutanix Acropolis hypervisors

When using Nutanix, consider the following:

• Do not delete the NIC of a provisioned VM and then readd them.
• BDM partition is not supported.
• Only the Citrix Virtual Apps and Desktops Setup Wizard is supported, not the Streamed VMWiz‑
ard.

• Acropolis hypervisors use snapshots and not templates for VMs.
• Ideally, a snapshot does not have an attached hard disk because the Nutanix Acropolis hypervi‑
sor does not remove the hard disk during provisioning.

• When you deploy machines that boot from BDM ISOs, the ISO is mounted in the snapshot. The
provisioned VMs are set to use PXE boot and must be manually changed to boot from virtual
optical drive.

• For PXE booting, change the boot device for a UEFI VM by using only the UEFI firmware menu.
• You can addNutanix hosts only by using the Citrix Virtual Apps andDesktops SetupWizard from
a Citrix Virtual Apps and Desktops hosting connection.
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Note:

For information about Nutanix Acropolis hypervisors, see the Nutanix documentation portal.

Implementing UEFI guest VMs for Nutanix AHV hosts

Citrix Provisioning allows you to implement a UEFI guest VM for Nutanix AHV hosts. The following
prerequisites exist:

• The Citrix Virtual Apps and Desktops DDC are installed, along with the Nutanix plug‑in.
• The Nutanix plug‑in is installed in the provisioning server and provisioning console.

Note:

The VM is set to UEFI before installing the OS.

To implement a UEFI guest VM for Nutanix AHV:

1. Create a master VM.

2. SSH into Nutanix Acropolis and run the following command: acli vm.update <VM_NAME
> uefi_boot=True.

3. Mount the Windows and virtual ISOs and install the OS.

4. Install all Windows updates on the OS.

5. Join the OS to Active Directory.

6. Install Citrix Provisioning on the target device.

7. Run the Citrix Provisioning Imaging Wizard to create the target device record, virtual disk, and
other elements. Select No to shut down the target device, rather than rebooting it at the con‑
clusion.

8. Set up the boot device for a UEFI VM. You can change the boot device for aUEFI VMby using only
the UEFI firmware menu.
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For more information, see Setting up Boot Device.

9. Start the VM and log into Windows to start the second stage of Imaging Wizard, imaging.

10. Create a VM. As in the master VM, repeat steps 2 and 7.

11. In the provisioning console, create a VM record for the snapshot VMusing the VM’sMAC address.
Assign the virtual disk created in step 7 to this device record.

12. Boot the VM. Install the VDA, and restart if prompted. Shutdown when the installation finishes.

13. Create a snapshot of this VM.

14. In the provisioning console, set the virtual disk to standard imagemode. If the cache mode is
Cache on device hard disk or Cache in device RAM with overflow to hard disk, the wizard
prompts you to create a cache disk.

15. Use the Citrix Virtual Apps and Desktops setup Wizard to provision UEFI provisioning target de‑
vices using the created virtual disk.

SCVMM requirements

You cannot provision vGPU‑enabled VMs on Hyper‑V.

Limitation:

HyperV Gen1 VMs provisioned using Citrix Virtual Apps and Desktops Setup Wizard always have the
operating system set to unknown instead of the operating system of the template.
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Provisioning vGPU‑enabled Citrix Virtual Apps™ and Desktopmachines

September 7, 2025

Requirements

• NVIDIA GRID K1 or K2 cards.

Tip

Sometimes, other NVIDIA cards function properly (for example, NVIDIA Tesla M60) as long as the
XenServer (formerly Citrix Hypervisor)/ESX hypervisor supports it. The underlying vGPU card
in the XenServer host is unknown to Citrix Provisioning. Citrix Provisioning only uses the vGPU
setting in the template and propagates it to the VMs provisioned by the Citrix Virtual Apps and
Desktops Setup Wizard.

• A server capable of hosting XenServer® and NVIDIA GRID cards.
• A supported hypervisor: Citrix XenServer 6.2 or newer, or vSphere 6.0 or newer.
• The NVIDIA GRID vGPU package for your hypervisor.
• NVIDIA drivers for Windows 7 32‑bit/64‑bit.
• The Citrix Provisioning release that corresponds to the Citrix Virtual Apps and Desktop release
you are using. This Wizard only supports the corresponding Citrix Virtual Apps and Desktops™
controller.

• To provision machines using the Citrix Provisioning Setup Wizard, you must use Citrix Provi‑
sioning 7.7 or newer and XenDesktop 7.7 or newer. If you use earlier product versions you can
only provisionmachinesmanually or by using the Citrix Provisioning Streamed Virtual Machine
Setup Wizard.

Note:

Citrix Virtual Apps and Desktops supports powermanagement for virtualmachine (VM) catalogs,
but not for physical machine catalogs.

Provisioning procedures

Prepare themaster VM

1. Prepare the master VM with vGPU enabled.
2. Install the NVIDIA drivers.
3. Join the machine operating system to Active Directory.
4. Install the Citrix Provisioning™ target device software.
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5. Using the Citrix Provisioning Imaging Wizard, create a master virtual disk image. If you plan to
use the Citrix Virtual Apps and Desktops SetupWizard to provisionmachines, select the Target
Device Optimizer option, otherwise the VM fails to boot.

Prepare the template VM

Use the information in this section to set up a template VM for provisioned targets. Citrix® recom‑
mends using a template VM to verify the success of the provisioning process. Without this verification,
applying an incorrectly configured template to a VM can lead to VMs failing on a global level. When
preparing the template VM, consider:

• the template uses an attached write cache. This cache is small, approximately 8–16 MB, and
can be used for environments requiring a workaround for the SAN policy method.

• the write cache can also be used in environments applying the UseTemplateCachemethod.
• the attached disk ensures that the provisioned target device recognizes the storage controller.
• booting a VM is a verificationprocess ensuring that the VMused as a template functionswith the
virtual disk. If the template VM does not boot, the failure is recognized quickly without waiting
to provision more VMs.

To prepare the template VM:

1. Create a template VM with the same properties as the master VM. Assign a hard drive to the
template VM to use for write cache.

2. Create a device record in the Citrix Provisioning database with the MAC address of the template
VM.

3. Assign the virtual disk to the template VM, and then set the device to boot from virtual disk.
4. PXE boot the VM.
5. Format the write‑cache disk.

Install the Citrix Virtual Apps and Desktops Virtual Delivery Agent

1. Using the Citrix Provisioning console, set the virtual disk imagemode to Private Image.
2. Install the Citrix Virtual Apps andDesktops Virtual Delivery Agent (VDA) and point the VDA to the

Citrix Virtual Apps and Desktops Server during the installation.
Note: Alternatively, you can install both the VDA and the target device software before creating
the virtual disk image. Both install methods require the new template VM to have a formatted
write‑cache hard drive.

3. Reboot the VM, and then shut the VM down.
4. Convert the VM to a template.
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Create Citrix Virtual Apps and Desktops VMs

1. Using the Citrix Provisioning console, set the virtual disk imagemode to Standard Image.
2. Choose the preferred write cachemethod.
3. Select from the following provisioning methods:

• Run the Citrix Provisioning Citrix Virtual Apps andDesktops SetupWizard to provision VMs.
This method is available only if you are using Citrix Provisioning 7.7 or later and XenDesk‑
top 7.7 or later.

• Run the Citrix Provisioning Streamed VM Setup Wizard to provision VMs.
• Manually create VMs by creating target device records using device MAC addresses, assign
the virtual disk to the VMs, and then add the target devices to Active Directory.

Create Citrix Virtual Apps and Desktopsmachine catalogs

When choosing between creating physical or virtual/blade server machine catalogs, it is important
to consider the different advantages and requirements. For example, VM machine catalogs allow for
power Citrix Virtual Apps and Desktops management while physical machine catalogs do not.

Virtual and blade server machine catalogs For Citrix Virtual Apps and Desktops, the host record
must point to the XenServer host or pool where the vGPU VMs existed. The VM names in your hypervi‑
sor, device record names in the Citrix Provisioning device collection, and the Active Directory record
must all be the same.

To configure virtual and blade server catalogs:

1. Start the Citrix Virtual Apps and Desktops Machine Catalog Setup Wizard. Select Windows
Desktop OS on theOperating System page.

2. On the Machine Management page, for This Machine Catalog uses, select Machines that are
powermanaged.

3. ForDeploymachines using selectCitrix Provisioning. Powermanagement is Citrix Virtual Apps
and Desktops.

4. For User Experience selectUsers connect to a random desktop each time they log on.
5. Enter the Citrix Provisioning server’s IP address for the device collection.
6. In the structure that appears, select the Citrix Provisioning device collection where all the

vGPU devices are located, then click Next. Device records are stored in an exclusive device col‑
lection.

7. In the structure that appears, select the Provisioning device collection where all the vGPU de‑
vices are located, then clickNext. Device records are stored in an exclusive device collection.

8. Enter a machine catalog name and description, then click Finish.
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Physical machine catalogs Device namesmust exist in Citrix Provisioning device collection and in
Active Directory.

Note:

The Citrix Virtual Apps andDesktops host record is not required and the VM record names are not
verified.

1. Start the Citrix Virtual Apps and Desktops Machine Catalog SetupWizard, then selectWindows
Desktop OS on theOperating System page. On theMachineManagement page, for This Ma‑
chine Catalog uses selectMachines that are not power managed, for example, physical ma‑
chines.

2. On theMachine Management page, for This Machine Catalog uses selectMachines that are
not powermanaged, for example, physical machines.

3. For Deploy machines using: select Citrix Provisioning. Power management is not provided
by Citrix Virtual Apps and Desktops.

4. For User Experience selectUsers connect to a random desktop each time they log on.
5. Enter the provisioning server’s IP address for the device collection.
6. Identify the domain where all device Active Directory records are stored and the VDA version

level, then click Connect.
7. In the structure that appears, select the Citrix Provisioning device collection where all the

vGPU devices are located, and then clickNext. Device records are stored in an exclusive device
collection.

8. Enter a machine catalog name and description, and then click Finish.

Create a Delivery Group and associate it with themachine catalog

For details on creating a Delivery Group, see the Citrix Virtual Apps and Desktops documentation.

Citrix Provisioning and Citrix Virtual Apps and Desktops cloud considerations

Within a Cloud DDC, you create a machine catalog and deploy it to those machines using Citrix Provi‑
sioning by pointing the catalog to a provisioning collection. If you use Citrix Provisioningwith a Cloud
DDC, all the machines within the provisioning collection must be associated with Active Directory ac‑
counts.

Citrix Provisioning™ Accelerator

September 13, 2025
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Citrix Provisoning Accelerator enables a provisioning proxy to reside in Dom0 (the XenServer Control
Domain) on a XenServer host. This is the location where streaming of a provisioning virtual disk is
cached at the proxy before being forwarded to the VM. Using the cache, subsequent VM booting (or
any I/O requests) on the samehost are streamed from the proxy rather than streaming from the server
over the network. Using this model, more local resources on the XenServer host are consumed, but
streaming from the server over the network saves resources, effectively improving performance.

With this functionality:

• Citrix Provisioning and XenServer® provide an improved functional paradigm by providing a
unique value available when used together.

• Citrix Provisioning supports local, NAS, and SAN attached storage in XenServer.
• Environments experience reduced network traffic.
• Deployments experience improved fault tolerance, with tolerance for outage instances of a Cit‑
rix Provisioning server.

Important:

This feature is only supported on XenServer version 7.1 (or later) with the proxy capability in‑
stalled. UI changes only occur when you are using that type of hypervisor. When you use this
feature, an optional package must be installed on the XenServer host. There are no additional
dependencies on the installer.

Do not disable this feature on a VM using the XenServer console. When disabled using this method,
provisioning fails to recognize the configuration change and continues to believe that the accelerator
feature is enabled on that VM. If you want to disable this feature for a single device, see:

• Enabling or disabling Citrix Provisioning Accelerator for individual devices
• Enabling or disabling Citrix Provisioning Accelerator for all devices on a host

Using Citrix Provisioning Accelerator

The proxy feature is only supported on XenServer with the proxy capability installed (version 7.1). UI
changes only occurwhen you are using that type of hypervisor. An optional packagemust be installed
on the XenServer host. There are no additional dependencies on the installer.

Before using this feature the XenServer administrator must create a Citrix Provisioning Site object
using the XenServer console. This process effectively configures the storage (that is, storage reposito‑
ries) that is used when proxying the I/O requests. This work must be performed on XenServer.

Consider the following when using this feature with XenServer:

• A XenServer Citrix Provisioning site object must be created and configured with the storage
repository (SR) before the Citrix Provisioning console establishes a proxy connection on the VM.
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• Citrix Provisioning calls the XenServer API to check if the proxy feature is enabled before it ex‑
poses any provisioning/XenServer proxy interfaces.

• Citrix Provisioning configures the XenServer proxy for devices using the Citrix Virtual Apps and
Desktops™ Setup Wizard and the Streamed VM Setup Wizard.

• Citrix Provisioning targets are aware of their proxy status. Once the feature is installed, no addi‑
tional configuration tasks are required.

• After reinstalling XenServer, the accelerator cache remains configured in the Citrix Provisioning
database. This process causes an error in the VM setup wizard because Citrix Provisioning as‑
sumes that the cache still exists. To resolve this issue, delete and then add the XenServer host
using the provisioning console. This procedure enables Citrix Provisioning to clear the stored
cache configuration. After the stored cache configuration has been cleared, the administrator
can create a one in XenCenter.

Tip:

In environmentswhere twoprovisioning servers residewith the same VHDbut have different file
systemtimestamps, thedata is cached twice. Due to this limitation, Citrix® recommends that you
use VHDX rather than VHD.

Configuring Citrix Provisioning Accelerator

Use the Citrix Virtual Apps andDesktops SetupWizard and the StreamingWizard to access this feature.
Both Wizards are similar, and share many of the same screens. The following differences exist:

• The Citrix Virtual Apps and Desktops Setup Wizard is used to configure VMs running on a hyper‑
visor. For example, XenServer, ESX, or HyperV/SCVMM, controlled using Citrix Virtual Apps and
Desktops.

• TheStreamingWizard is used to create VMsonaXenServer host. It does not involveCitrix Virtual
Apps and Desktops.

Note:

This feature is only supported on XenServerwith the installed functionality. UI changes captured
in this section only apply when you are using that type of hypervisor.

Tip:

When a proxy cache configuration is tied to a provisioning server and you reinstall XenServer
on the host that had the accelerator feature enabled, Citrix Provisioning and XenServer become
out of sync. This occurs because the reinstallation of XenServer wipes the previously configured
proxy cache configuration. Reconfiguration of Citrix Provisioning server also causes the previ‑
ously configured Citrix Provisioning site object to become out of sync.
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In this scenario, Citrix Provisioning assumes that the proxy cache configuration still exists, and
when the Streamed VM Setup Wizard is used, it fails. This process indicates that the provided
UUID (associated with the proxy configuration) is invalid. For this reason, the user must delete
all previously configured VMs associated with this cache configuration, including the host. Re‑
configure Citrix Provisioning and set up the cache again.

To configure Citrix Provisioning Accelerator, select one of the Wizards (Citrix Virtual Apps and Desk‑
tops SetupWizard or Streamed VM SetupWizard) in the provisioning console:

1. Navigate to a site.
2. Select the site, then right‑click to expose a contextual menu:

1. Select the appropriate Wizard based on how you intend to use the accelerator feature.

Using wizards to configure Citrix Provisioning Accelerator

To use this feature, first determine how you use it. If you are:

• configuring VMs running on a hypervisor controlled by Citrix Virtual Apps and Desktops, use the
Citrix Virtual Apps and Desktops SetupWizard.

• creating VMs on a XenServer host that does not involve Citrix Virtual Apps andDesktops, use the
Streamed VM SetupWizard.

Configure proxy‑accelerator using the streamed VM setupwizard

The Streamed Virtual Machine Setup Wizard was modified to include a new check box to enable the
feature. After invoking the Wizard, select Enable PVS‑Accelerator for all Virtual Machines:
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Tip:

After you select Enable PVS‑Accelerator for all Virtual Machines, all VMs that are created using
the Wizard are configured to use the proxy feature.

After you enable this feature, the following screen appears (the first time PVS‑Accelerator is enabled
for the host) after clickingNext:
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Tip:

The Wizard allows you to select the XenServer Citrix Provisioning site to which you want to ap‑
ply accelerator functionality. In the XenServer screen, a menu displays the list of all the Citrix
Provisioning site objects on XenServer. These are objects that have been configured but not yet
associated with a provisioning site.

In the menu, select a provisioning site to associate with accelerator functionality. After you select it,
the site is now associated with the Citrix Provisioning site that was selected from which to run the
Wizard.

Note:

The next time this Wizard is run for the same Citrix Provisioning site using the same XenServer,
this page is not displayed.

After using one of the Wizards to configure this feature, the Summary screen appears to illustrate
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the current state. Use this screen to determine if it is enabled, and the current cache configuration
associated with it.

Click Finish to apply the configuration:

Enabling or disabling Citrix Provisioning Accelerator for individual devices

If a device was created using either wizard, and accelerator was configured for that XenServer host in
theWizard, use the Target Device Properties screen to enable or disable the feature for an individual
device.

To enable or disable this feature for an individual device:
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1. Access the Target Device Properties screen.

2. In the General tab, select (or deselect) PVS‑Accelerator Configured.

3. ClickOK to apply the change.

Disabling Citrix Provisioning Accelerator for all devices on a host

If this featurewas enabled for a host, you candisable it using theVirtualHostConnectionProperties
screen for all devices on the specified host.

Important:

You cannot use the Virtual Host Connection Properties screen to enable PVS‑Accelerator on
the specified host. Enable the feature using one of the Wizards (Citrix Virtual Apps and Desktops
Setup Wizard or StreamedWizard) while creating devices.
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To disable this feature for all devices on the specified host:

1. Access the Virtual Host Connection Properties screen.

2. In the General tab, select (or deselect)PVS‑Accelerator Enabled.

3. You are prompted to confirm the following action:
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4. After verifying the action, clickOK to apply the change.

Unified Extensible Firmware Interface (UEFI) pre‑boot environments

September 7, 2025

Citrix Virtual Apps and Desktops™ supports Unified Extensible Firmware Interface (UEFI) hardware
technology on all virtualization environments. Citrix Provisioning supports streaming of only UEFI
based targets.

• Stream the server operating system at startup time using Gb network speeds, so users experi‑
ence faster startups.

• Support TB disks in a virtualized environment.

UEFI is a complete replacement for BIOS and requires a new bootstrap. One bootstrap file for 64‑bit
system is available.
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Note:

Do not modify the default BOOTPTAB file.

When configuring UEFI, install the OS disk in a VM configured to use UEFI boot. Once you install the
OS disk, Windows automatically configures the boot disk to use the GUID partition table (GPT) file
system.

Limitation

UEFI target boot menu supports a maximum of nine entries.

Secure boot in UEFI

Citrix Provisioning™ supports Secure Boot in UEFI on these platforms:

• Physical machines with UEFI firmware and the Secure Boot option.
• Hyper‑V 2016 and later VMs that use the Microsoft UEFI Certificate Authority template in the
Secure Boot setting. Hyper‑V 2012 R2 is not supported.

• This release supports guest UEFI boot and secure boot for Citrix 8.1 Hypervisors. See the
XenServer documentation for more information.

• ESX must use version 6.5 or newer for secure boot implementations.

Network topology

Whenbooting targets over the network, the Citrix Provisioning PXE server provides the simplest setup
because the PXE protocol supports multiple architectures. The Provisioning Services PXE Server rec‑
ognizes the architecture flag embedded in theDHCP, then discovers and returns the appropriate boot‑
strap filename. If youwant to support network boot of both legacy BIOS andUEFI targets on the same
broadcast network, then you must enable the Citrix Provisioning PXE Service and remove any DHCP
options related to specifying the bootfile from the regular DHCP setup.

If DHCP option 67 is chosen, there are two topology options:

• On a single segment, use DHCP reservations to specify the bootstrap file name (option 67) for
every target device. This process is feasible for smaller environments but quickly scales out of
hand for enterprise environments. Use this option if you want to support both legacy BIOS and
UEFI on the same segment.

• Divide the environment into multiple segments, isolating the legacy devices from the UEFI de‑
vices. For each segment, configure a DHCP scope with the appropriate option 67 set.
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Configuring bootstraps

The UEFI bootstrap does not have embedded settings. DHCP options are therefore used to configure
the UEFI bootstrap.

Remember:

Citrix Provisioning supports only UEFI network booting.

DHCP option 11 –RLP server

Option 11 allows you to specify multiple IPv4 addresses. Use this option to specify the addresses of
the streaming NICs on the provisioning server. You can specify more than four addresses. The UEFI
bootstrap reads all addresses, picks a random address from the list, and connects to that address. If
the connection fails, then UEFI bootstrap tries the remaining addresses in a round‑robin manner.

Note:

Option 17 takes precedence over option 11.

DHCP option 17 –root path

The root path option can be used to provide a single DNS FQDN or IPv4 address to connect to the
targets. Multiple login servers can be implemented by creating a DNS alias that translates to the list
of up to 32 login servers.

1 pvs:[Address]: 17:6910
2
3 pvs – Required identifier
4
5 Address – IPv4 or DNS FQDN referencing the streaming NIC on one or

more PVS servers
6
7 17 – Protocol identifier for UDP (can be omitted if the default login

port is used)
8
9 port – Logon port (not required if the default port of 6910 is used)

Examples:

1 pvs:[server.corp.com]:17:6910
2
3 pvs:[server.corp.com]
4
5 pvs:[192.168.1.1]
6
7 Pvs:[192.168.1.1]:17:6910
8
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9 pvs:[fc02::2bfa:5e30:3631:fef4]

Citrix Provisioning™managed by Citrix Cloud

September 13, 2025

Citrix Provisioning supports Citrix Cloud integration. It enables provisioned VDAs to be used in the
Citrix Virtual Apps and Desktops.

Important considerations:

• You must use an on‑premises Citrix Virtual Apps and Desktops license to serve cloud based li‑
censes. If you are using an earlier Citrix Provisioning version, prior to 7.18, you must continue
to host the on‑premises Citrix License server in addition to using either a Citrix Provisioning
Enterprise or Platinum license version.

• Configure the Citrix Provisioning console (or use associated PowerShell commands) to use the
Citrix Cloud™ license.

Check your on‑premises Citrix Licensing server and ensure you are using either a Citrix Provisioning
Enterprise or Platinum license version.

What’s required

The following elements are required when using Citrix Provisioning with Citrix Cloud:

• Citrix Virtual Apps and Desktops Delivery Controller in Citrix Cloud: Citrix Virtual Apps and
Desktops builds a version of the Citrix Provisioning PowerShell snap‑in (Citrix.PVS.snapin) with
a subset of the Citrix Provisioning on‑premises cmdlet. This version is built specifically to run
in Citrix Cloud and communicate with Citrix Provisioning on‑premises through the Citrix Cloud
Connector.

• CitrixCloudConnector™ locatedon‑premises: TheCloudConnector provides services for the
Citrix Cloud Delivery Controllers to configure the resource location where Citrix Provisioning
runs.

• Provisioning Server located in the resource location where Citrix Provisioning targets
must run: Citrix Provisioning server must be 1912 LTSR or later for on‑premises, 2203 LTSR or
later for Citrix Provisioning on Azure, and 2206 or later for Citrix Provisioning on GCP.

• Citrix Virtual Apps and Desktops Remote PowerShell SDK: The Provisioning Console instal‑
lation includes the Citrix Virtual Apps and Desktops SDK. The Citrix Virtual Apps and Desktops
Remote PowerShell SDK replaces the Citrix Virtual Apps and Desktops SDK. The SDK is used by
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theCitrix Virtual Apps andDesktops SetupWizard to push VDA records to theDelivery Controller
in Citrix Cloud.

• The Licensing Server must be on‑premises: For Citrix Provisioning deployments, the Citrix
License Server must be on‑premises.

When using the Citrix Cloud feature, consider the following:

• To install the remote PowerShell SDK on the provisioning server, uninstall the 5 Citrix Virtual
Apps and Desktops snap‑ins from the server, then install the remote PowerShell SDK.

• Once a Citrix Provisioning console is installed with the remote PowerShell SDK and is used for
provisioning, it no longer functions with on‑premises Citrix Virtual Apps and Desktops.

• Do not install Citrix Provisioning on the Delivery Controller™ or the machine on which Citrix
Studio is installed.

• In the Citrix Virtual Apps and Desktops Setup Wizard, enter the IP address for the Citrix Cloud
Connector when it prompts for the controller address.

Dependencies

The following dependencies exist when using Citrix Provisioning and Citrix Cloud:

• Citrix Studio
• Citrix Cloud Connector, with the Remote Broker Provider (XaXdCloudProxy)
• Citrix Virtual Apps and Desktops Remote PowerShell SDK

On‑premises versus Citrix Cloud deployments

Traditional Citrix Virtual Apps and Desktops deployments using Citrix Provisioning require the man‑
agement of two distinct elements: both the Citrix Virtual Apps and Desktops deployment and the Cit‑
rix Provisioning deployment. Such environments resemble the following image, without the added
complexity of illustrating VDA components:
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With an on‑premises Citrix Provisioning deployment, the Citrix Virtual Apps and Desktops have been
extended:
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Extending the Citrix Virtual Apps and Desktops deployment eliminates the need to operate and man‑
age the deploymentwhile still providing the benefits of amanaged Citrix Provisioning deployment.

Citrix Provisioning adds provisioning managed VDAs to a machine catalog in the Citrix Virtual Apps
and Desktops Delivery Controller located in Citrix Cloud. This process uses one of twomethods:

• Add new devices using the Citrix Virtual Apps and Desktops Setup Wizard in the provisioning
console.

• Import existing Citrix Provisioning devices using the machine catalog creation wizard in Citrix
Studio.
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Citrix Virtual Apps and Desktops Setup wizard in the Citrix Provisioning console

The Citrix Virtual Apps and Desktops Setup Wizard enables you to create Citrix Provisioning devices
and collections, and then createmachine catalogs containing these elements. The Citrix Virtual Apps
and Desktops SDK must be replaced with the Citrix Virtual Apps and Desktops Remote PowerShell
SDK. This Remote PowerShell SDK is responsible for communicating with the Delivery Controller.

Machine catalog setup wizard using studio

Themachine catalog setup wizard imports existing provisioned‑managed VMs to a Citrix Virtual Apps
and Desktops catalog. In cases such as these, the VMsmust be previously created using the provision‑
ing console. Consider:

• Studio uses the PowerShell snap‑in PvsPsSnapin to communicate with the provisioning
server. The PvsPsSnapin is a subset of the existing Citrix Provisioning PowerShell snap‑in,
Citrix.PVS.Snapin. It contains the following cmdlets:

• Clear‑PvsConnection

• Get‑PvsVersion

• Get‑SimplePvsADAccount

• Get‑SimplePvsCollection

• Get‑SimplePvsDevice

• Get‑SimpleDiskLocator

• Get‑SimpleDiskUpdateDevice

• Get‑SimplePvsSite

• Get‑SimplePvsUpdateTask

• Set‑PvsConnection

Note:

In Citrix Cloud, PvsPsSnapin has been extended. This snap‑in enables communication from the
Citrix Virtual Apps and Desktops to the PvsMapiProxyPlugin, a newly created proxy added to
XaXdCloudProxy in the Cloud Connector.

Communication is over a secure channel, HTTPS port 443, including Citrix Provisioning administrator
credentials. These credentials are used by the proxy to impersonate the administrator before contact‑
ing the Provisioning Server.
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Connecting your Citrix Provisioning deployment to the Citrix Virtual Apps and
Desktops in Citrix Cloud

To connect an existing Citrix Provisioning deployment to Citrix Cloud:

1. Upgrade Citrix Provisioning. Youmust use the latest version. See the download page.

2. Replace the Citrix Virtual Apps and Desktops SDK on your Citrix Provisioning console with the
Citrix Virtual Apps and Desktops Remote PowerShell SDK.

When installing this SDK, the Provisioning Console on which this functionality is installed does
not communicate with local Citrix Virtual Apps and Desktops deployments. This functionality
also applies to the provisioning server. Communication exists only to the Citrix Cloud. Devices
managed by the Delivery Controller in Citrix Cloud update their virtual disk images and VDAs to
use the Delivery Controller to register with Citrix Virtual Apps and Desktops.

Important:

An on‑premises Citrix License Server is required in the Citrix Virtual Apps and Desktops Service
deployment. See the Licensing page for more information.

Upgrade Citrix Provisioning

To use Citrix Cloud with Citrix Provisioning, you must use a version that integrates with the Citrix Vir‑
tual Apps and Desktops. The Citrix Provisioning server must be 1912 LTSR or later for on‑premises,
2203 LTSR or later for Citrix Provisioning on Azure, and 2206 or later for Citrix Provisioning on GCP.
The recommended version is the latest CU of one of the LTSRs: 1912 or 2203, or latest CR.

Using the Citrix Virtual Apps and Desktops remote PowerShell SDK

TheProvisioningConsolecomponent includes theCitrixVirtualAppsandDesktopsSDK; thisSDKmust
be replaced with the Citrix Virtual Apps and Desktops Remote PowerShell SDK.

To use the new SDK

1. Uninstall the Citrix Virtual Apps and Desktops SDK from the Provisioning Console by removing
the following snap‑ins:

• Citrix Broker PowerShell snap‑in
• Citrix Configuration Logging Service PowerShell snap‑in
• Citrix Configuration Service PowerShell snap‑in
• Citrix Delegated Administration Service PowerShell snap‑in

© 1997–2025 Citrix Systems, Inc. All rights reserved. 272

https://www.citrix.com/downloads/
https://docs.citrix.com/en-us/provisioning/1912-ltsr/system-requirements/license.html


Citrix Provisioning™ 1912 LTSR

• Citrix Host Service PowerShell snap‑in

2. Download the Remote PowerShell SDK from the Downloads page. PowerShell 3.0 is required to
be pre‑installed.

3. Install the SDK using the command to execute: CitrixPoshSdk.exe PVS=YES. See SDKs
and APIs for more information.

Important:

Install thedownloadedSDK fromthe command line, and include theargument “PVS=YES.”
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To verify the new SDK installation

1. Open PowerShell.
2. Execute the cmdlet: Add‑PsSnapin Citrix*.
3. Execute the cmdlet: Get‑BrokerServiceStatus.
4. Sign in to Citrix Cloud.

Tip:

The Get-BrokerServiceStatus cmdlet indicates that the Delivery Controller isOK.

Firewall considerations

Firewall configurations typically require zero or minimal updates. Consider the following:
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• On the Provisioning Console, outward bound SDK traffic uses HTTPS (port 443).
• On the Cloud Connector machine, all traffic is outbound to the cloud over HTTPS (port 443).
This process enables the connector and Console to reside behind NATs and HTTP proxies.

• The new Citrix Provisioning proxy added to the Cloud Connector forwards HTTP (port 80) com‑
munications to the Provisioning Server, using wsHttp message security.

Note:

Personal vDisk functionality is not supported.

Administer VDAs

To add Citrix Provisioning managed VDAs to a machine catalog

• Use the Citrix Virtual Apps and Desktops Setup Wizard in the provisioning console, or;
• Use the machine catalog setup wizard in Citrix Studio

Using the Citrix Virtual Apps and Desktops Setup wizard to add VDAs

The Citrix Virtual Apps and Desktops SetupWizard creates Citrix Provisioning devices and collections,
then creates machine catalogs containing these elements. The Wizard prompts for the Citrix Virtual
Apps and Desktops Controller address.

1. Provide the address of one of the Cloud Connector machines (rather than the Controller ad‑
dress).
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2. After entering the address of the Cloud Connector, click Next.

The Citrix Cloud authentication screen appears, prompting for sign‑in credentials. This
prompt is generated by the Citrix Virtual Apps and Desktops Remote PowerShell SDK and is
cited by the Provisioning Console.
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Tip:

The Citrix Cloud credentials enable the SDK to securely communicatewith the Citrix Virtual Apps
and Desktops to configure the machine catalogs. The remaining steps in the Citrix Virtual Apps
andDesktops SetupWizard are unchanged. The only difference is the prompt for the Citrix Cloud
sign‑in credentials when the wizard first invokes the cmdlet in the Remote PowerShell SDK.

Using themachine catalog setup wizard to add VDAs

This Citrix Studio wizard adds existing managed Citrix Provisioning VMs to a catalog. In this scenario,
the VMs were previously created using the Provisioning Console. The Stream and SOAP Services user
account must have View Database State permission to obtain the Provisioning Server version for the
connected MAPI server. This implementation is used to verify that the database is a Provisioning
Server database.

To use this wizard

1. Access Citrix Studio from theManage tab of the Citrix Virtual Apps and Desktops page.
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2. SelectMachine Catalogs in the navigation pane.

3. Click Create New Catalog in the Actions pane.

4. Select Citrix Provisioning, and click Next.

5. On the Device Collection page, provide the address of the Citrix Provisioning server and click
Connect.
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6. Provide the login credentials for the Citrix Provisioning administrator and clickOK.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 279



Citrix Provisioning™ 1912 LTSR

After entering the login credentials, Studio communicates with the Cloud Connector, which
then forwards requests to theprovisioning server using the specified credentials. If a valid Citrix
Provisioning administrator is provided, device collections are displayed.
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This authentication method represents the only difference between an on‑premises Citrix Vir‑
tual Apps andDesktops deployment and aCitrix Virtual Apps andDesktops deployment in Citrix
Cloud. In an on‑premises case, the identity of the Citrix Studio user authenticates to the provi‑
sioning server. In the service model, an explicit authentication is required because Studio runs
in an AD environment with no trust relationships to the AD of the Citrix Provisioning deploy‑
ment.

Error messages in studio

When setting up a machine catalog using the wizard, the Device Collection screen displays the state
ofCitrix Provisioningcloudconnection. If the featurehasnotbeenenabled, anerrormessageappears,
indicating that “Citrix Provisioning for Cloud feature is not enabled.”
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Troubleshooting the Citrix Provisioning cloud connector

Use the information in this section to troubleshoot issues related to using the Citrix Virtual Apps and
Desktops Setup Wizard for Delivery Controller connectivity.

To verify connectivity

• Ensure that the Remote PowerShell SDK is installed and properly configured. Verify that the
Remote PowerShell SDK is installed by executing the following command: CitrixPoshSdk.exe
PVS=YES.

• Uninstall the 5 Citrix Virtual Apps andDesktops snap‑ins from the Citrix Provisioning Server and
Console.

• Ensure that the Citrix Provisioning account is also a member of the local Citrix Provisioning OS
Admin group.
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Tip:

To install the remote PowerShell SDK on the Provisioning Server, you must uninstall the 5 Citrix
Virtual Apps and Desktops snap‑ins, then install the remote PowerShell SDK.

Connection problems between the provisioning server and the delivery controller

Use the information in this section to troubleshoot connectivity problems between the Delivery Con‑
troller and the Provisioning Server.

To verify connectivity:

1. In Citrix Studio, ensure that the Zones screen properly displays the Cloud Connectors.

2. Verify that at least one Cloud Connector is “Connected:”

a) Sign in to https://citrix.cloud.com.
b) Under Resource locations > Your Resource Location > Cloud Connectors, verify that at

least one Cloud Connector is showing status as Green.

3. Verify that the Citrix Remote Broker Provider is up and running in the Cloud Connector. See the
Cloud Connector to see if the Citrix Remote Broker Provider Service is running.
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Considerations when using the Machine Creation Services™ (MCS) wizard

Use the information in this section when using the MCS wizard in Citrix Studio to import Citrix Provi‑
sioning devices into Citrix Virtual Apps and Desktops devices. Verify that:

• Citrix Provisioning devices exist in the collection.
• All target devices are joined to the domain at the same OU.
• A host record of the hypervisor environment where on‑prem VMs are located is created in Citrix
Virtual Apps and Desktops.

• The correct domain is chosen before the client’s domain. This process must occur before con‑
necting to the provisioning server in the wizard.

Support for multiple zones in the catalog creation process

September 7, 2025

Citrix Provisioning includes support for multiple zones in Citrix Virtual Apps and Desktops Setup and
Export Devices wizards. In releases prior to version 1909, the wizards created catalogs and placed
themin thePrimaryZonebydefault. Thisbehavioroccurred forboth theCitrixCloudandOn‑premises
Virtual Apps and Desktop DDC.

To correct the catalog locations and assign them to appropriate secondary zones, manually issue the
Citrix Broker PowerShell cmdlet from the Citrix Provisioning™ console machine:

Set-BrokerCatalog-Name <CatalogName> -ZoneUid <GuidOfSecondaryZone>

The following image illustrates howaSet-BrokerCatalogPowerShell cmdletwas issuedwith the
-ZoneUid parameter:
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To correct the catalog locations and assign them to appropriate secondary zones, manually issue the
Citrix Broker PowerShell cmdlet from the Citrix Provisioning console machine:

The following image illustrates the catalog preferences you can configure as part of both the Citrix Vir‑
tual Apps and Desktops™ wizard and the Citrix Provisioning Devices Export wizard. Instead of asking
you to select a zone, both wizards automatically create the catalog in the zone of the hosting unit or
hosting connection chosen in the earlier setup screen.
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Manage

September 7, 2025

Use the information in this section to manage Citrix Provisioning™:

• Farms represent the top level of a Citrix Provisioning infrastructure.
• Sites provide a method of representing and managing logical groupings of Citrix Provisioning
servers, device collections, and local shared storage.

• Servers to stream software from vDisks, as needed, to target devices.
• Stores represent the logical name for the physical location of the virtual disk folder.
• Device collections to create andmanage logical groups of target devices.
• Target devices represent desktops, servers, or any other component that gets software from a
virtual disk on the network.
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• vDisks are streamed to target devices by the Provisioning Server.
• Views used to manage a group of target devices.

Farms

September 7, 2025

A farm represents the top level of a Citrix Provisioning™ infrastructure. Farms provide a method of
representing, defining, andmanaging logical groups of provisioning components into sites.

All sites within a farm share that farm’s Microsoft SQL database. A farm also includes a Citrix License
Server, local or network shared storage, and collections of target devices.

The farm is initially configured when you run the Configuration Wizard. The wizard prompts you for
the farm’s name, a store, and a device collection. When you first open the Citrix Provisioning console,
those objects display in the tree.

The wizard prompts you for more farm information. Such as the name of the license server, your user
account information, and those servers serving the bootstrap file to target devices. You can always
rerun the wizard to change settings, or choose to make farm configuration changes using the Farm
Properties Dialog.

A farm administrator can view andmanage all objects in any farm to which they have privileges. Only
farm administrators can perform all tasks at the farm level.

Connecting to a farm

1. Right‑click on a console in the navigation tree, then select Connect to farm.
2. In the Server Information field, type the name or IP address of a streaming server on the farm

and the port configured for server access.
3. Select to log in using one of the following methods:

• Use your currentWindows login credentials, then optionally enable the auto‑login on ap‑
plication start or reconnect feature.

• Use different Windows credentials by entering the user name, password, and domain as‑
sociatedwith those credentials. Optionally enable theSavepassword and auto‑login on
application start or reconnect feature.

4. Click Connect. The Farm icon appears in the console.
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Managing connections

You canmanage connections to farms from theManage Connections dialog box. To open the dialog,
right‑click on the Citrix Provisioning console icon in the tree, then select the Manage Connections
menu option.

Sites

September 7, 2025

A site allows you to manage logical groupings of Citrix Provisioning™ servers, device collections, and
local shared storage. A site administrator can perform any task that a device administrator or device
operator within the same farm can perform.

A site administrator can also perform the following tasks:

Farm‑level tasks:

• Managing site properties, as described in this article: Managing Stores

Some site‑level tasks include:

• Defining device administrator and device operator roles.
• Managing provisioning servers
• Managing connections
• Creating a site in a farm, as described in this article: Rebalancing devices on the provisioning
server

• Importing target devices into collections
• Accessing auditing information

To create a site:

1. Right‑click on the sites folder in the farmwhere youwant to add the new site. The Site Proper‑
ties dialog appears.

2. On the General tab, type the name and a description for the site in the appropriate text boxes.
3. On the Security tab, click Add to add security groups that have the site administrator rights in

this site. The Add Security Group dialog appears.
4. Check the box next to each group, then click OK. Optionally, check the Domains/Group Name

check box to select all groups in the list.
5. On the Options tab, if new target devices are to be added using the Auto‑Add feature, select

the collectionwhere these target devices reside. Enable this feature first in the Farm properties
dialog.
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To modify an existing site’s properties, right‑click on the site in the Citrix Provisioning console, then
selectProperties. Makemodifications in theSite Propertiesdialog. The tabs in this dialog allow you
to configure a site. Site administrators can also edit the properties of a site that they administer.

The Site Properties dialog contains the following tabs.

General Tab:

• Name: Type the name of this site in the textbox.
• Description: Optional. Type the description of this site in the textbox.

Security Tab:

• Add: Click Add to open the Add Security Groups dialog. Check the box next to each group
to which site administrator privileges apply. To add all groups that are listed, check the Do‑
main\Group Name check box.

• Remove: Click Remove to remove site administrator privileges to select groups. To remove all
groups that are listed, check the Domain\Group Name check box.

MAK Tab:

• Enter theadministrator credentialsused forMultipleActivationKeyenabledDevices: MAK
administrator credentials must be entered before target devices using MAK can be activated.
The user must have administrator rights on all target devices that use MAK enabled vDisks and
on all provisioning servers that stream those target devices. After entering the following infor‑
mation, clickOK:

– User
– Password

Note:
If credentials havenotbeenenteredandanactivationattempt ismade fromtheMan‑
ageMAKActivationsdialog, an errormessagedisplays. TheMAK tab appears, allow‑
ing you to enter the credential information. After entering credentials, click OK and
theManage MAK Activations dialog reappears.

Options Tab:

• Auto‑Add: Select the collection for the new target device from the menu. Enable this feature
first in the Farm properties dialog. Set the number of seconds towait before Citrix Provisioning
scans for new devices specified in the Seconds between inventory scans option. The default
is 60 seconds.

vDisk Update Tab:

• EnableautomaticvDiskupdatesonthis site: Select this checkbox toenableautomatic vDisks
updates, then select the server running the updates for this site.
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Servers

September 7, 2025

A Citrix Provisioning™ server is any server that has stream services installed. Provisioning servers are
used to stream software from virtual disks, as needed, to target devices. In some implementations,
these disks reside directly on the provisioning server, and in other environments, provisioning servers
get the virtual disk from a shared storage device.

Provisioning servers also retrieve and provide configuration information to and from the Citrix Provi‑
sioning database. Configuration options are available to ensure high availability and load‑balancing
of target device connections.

To configure a provisioning server and software components for the first time, run the Configuration
Wizard. The Configuration Wizard can be rerun on a provisioning server later to change network con‑
figuration settings.

After the server components are installed, they are managed using the Citrix Provisioning console.

Tip:

When configuring provisioning servers, ensure that proper firewall isolation is observed so that
the deployment provides a robust security boundary around all servers. Extend this isolation
to the SQL server and disk storage, so that network access outside the security boundary is re‑
stricted. This configurationprevents viewing ofweakly authenticatedor unencrypteddata flows.

At a minimum, isolate only those server instances that communicate with one another on their
unauthenticated intra server communication channels. To isolate server instances, configure
hardware firewalls toensure thatpackets cannotbe routed fromoutside thisboundary to servers
within the boundary. Extend this firewall protection paradigm to the SQL server and disk storage
components where configurations do not have appropriate SQL server and disk storage links.
Extending the firewall prevents unauthorized users from targeting these additional components.

Provisioning servers in the console

Aprovisioning server is any server thathasStreamServices installed. These servers areused to stream
software fromvDisks, asneeded, to targetdevices. In some implementations, vDisks residedirectlyon
the provisioning server. In larger implementations, servers get the virtual disk from a shared‑storage
device on the network.

TheCitrix Provisioning console is used to performprovisioning servermanagement tasks such as edit‑
ing the configuration settings or the properties of existing provisioning servers.
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Servers appear in the console main window as members of a site within a farm. To manage servers
that belong to a specific site, you must have the appropriate administrative role. These roles include
site administrator for this site, or the farm administrator.

Note:

In the console, the appearance of the provisioning server icon indicates that server’s status.

In the console, provisioning servers are managed by performing actions on them. To view a list of
actions that can be performed on a selected server, choose from the following options:

• Click the Actionmenu in the menu bar.
• Right‑click on a provisioning server in the console.
• Enable the Action pane from the Viewsmenu.

Note:

Actions appear disabled if they do not apply to the selected provisioning server. See Manage‑
ment Tasks for task details.

Showing Citrix Provisioning server connections

To view andmanage all target device connections to the provisioning server:

1. Highlight a provisioning server in the console. SelectShowconnecteddevices from theAction
menu, right‑click menu, or Action pane. The Connected Target Devices dialog appears.

2. Select one or more target devices in the table to perform any of the following connection tasks:

Option Description

Shutdown Shuts down target devices that are highlighted
in the dialog.

Reboot Reboots target devices that are highlighted in
the dialog.

Message Opens the Edit Message dialog to allow you to
type, and then send amessage to target devices
highlighted in the dialog.

Note: When selecting Shutdown or Reboot, a dialog opens providing the option to type a message
that displays on the affected devices. The Shutdown or Reboot options can be delayed by entering
a delay time setting.

If a message confirms that the target device was successfully shut down or rebooted, but the icon in
the console window does not change, select the Refresh button.
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Balancing the target device load on provisioning servers

To achieve optimum server and target device performance within a highly available network configu‑
ration, enable load balancing for each virtual disk.

1. Right‑click on thevDisk in the console, then select theLoadBalancingmenuoption. ThevDisk
Load Balancing dialog box appears. For details, see Servers.

2. After enabling load balancing for the virtual disk, set the following extra load balancing algo‑
rithm customizations:

• Subnet Affinity –When assigning the server and NIC combination to use to provide this
virtual disk to target devices, select from the following subnet settings:
– None –ignore subnets. Uses the least busy server. None is the default setting.
– BestEffort –use the leastbusy server/NICcombination fromwithin the samesubnet. If
no server/NIC combination is available within the subnet, select the least busy server
from outside the subnet. If more than one server is available within the selected sub‑
net, perform load balancing between those servers.

– Fixed –use the least busy server/NIC combination from within the same subnet. Per‑
form load balancing between servers within that subnet. If no server/NIC combina‑
tion exists in the same subnet, do not boot target devices assigned to this virtual disk.

• Rebalance Enabled using Trigger Percent –Enable this option to rebalance the number of
target devices on each server when the trigger percent is exceeded. When enabled, Citrix
Provisioning checks the trigger percent on each server approximately every 10 minutes.
For example: If the trigger percent on this virtual disk is set to 25%, rebalancing occurs
within 10minutes if this server has 25%more load in comparison to other servers that can
provide this virtual disk.

Note:

The load balance algorithm considers the
Server power setting of each server when determining load.

Load balancing fails if:

• Less than five target devices are using a particular server.
• The average number of target devices using all qualifying servers is less than five.
• The number of target devices that are booting on a given server is more than 20% of the total
number of devices connected to the server. This configuration prevents load shift thrashing
during a boot storm.

Load balancing is also considered when a target device boots. Citrix Provisioning determines which
qualified provisioning server, with the least amount of load, provides the virtual disk. Whenevermore
qualified servers are brought online, rebalancing occurs automatically.
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To implement load balancing in a high availability network configuration

• Assign a power rating to each provisioning server on the Server properties’General tab.
• For eachvirtual disk, select the loadbalancingmethodanddefineanyadditional loadbalancing
algorithm settings on the vDisk Load Balancing dialog box. For details, see Servers.

Note:

Target devices that not using a virtual disk in high availabilitymodeare not diverted to adifferent
server. If a virtual disk is misconfigured to have high availability enabled, but they are not using
a valid high availability configuration. Provisioning servers, stores and target devices that use
that virtual disk can lock up.

To rebalance provisioning server connectionsmanually

1. In the Citrix Provisioning console, highlight the provisioning servers to rebalance, right‑click
then select the Rebalance devicesmenu option. The Rebalance Devices dialog appears.

2. Click Rebalance. A rebalance results message displays under the Status column.
3. Click Close to exit the dialog.

Checking for provisioning server virtual disk access updates

To check for updates to vDisks that the selected provisioning server accesses:

1. Right‑click the provisioning server in the Details pane, then select Check for updates.
2. Select the Automatic…menu option.
3. Click OK on the confirmation message that appears. The virtual disk is automatically updated

or is scheduled for an update.

Disabling write cache to improve performance when using storage device drives

Disable write caching to improve the performancewhenwriting from a provisioning server to storage
device drives such as an IDE or SATA drive.

In Windows, to disable write caching on the server hard drive for the storage device on which your
vDisks are stored:

1. On the provisioning server, open the Control Panel. Select Administrative Tools>Computer
Management.

2. Double‑click the Disk Management node in the tree.
3. Right‑click the storage device for which Windows write caching is disabled.
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4. Select Properties, then click theHardware tab.
5. Click the Properties button.
6. Click the Policies tab.
7. Clear the Enable write caching on the disk check box.
8. ClickOK, then clickOK again.
9. Close the Computer Managementwindow, then the Administrative Toolswindow.

10. Right‑click theprovisioning server node in the console, then clickRestart service. Alternatively,
you can also rerun the Configuration Wizard to restart the services, or manually restart the ser‑
vices through the Windows Control Panel>Administrative Tools>Services window. At the
Serviceswindow, right‑click on the Stream Service, then select Start from the shortcut menu.

Providing provisioning servers with access to stores

For each store, select the provisioning servers that can access that store:

1. In the Citrix Provisioning console, right‑click on the Store, then select the Properties menu
option. The Store Properties dialog appears.

2. On the Servers tab, select the site where provisioning servers access this store.
3. Enable the check box next to each provisioning server that can provide vDisks in this store, then

clickOK.

Stores

September 7, 2025

A store is the logical name for the physical location of the virtual disk folder. This folder can exist on a
local serveroronasharedstoragedevice. Whenvirtualdisk filesarecreated in theCitrixProvisioning™
console, they are assigned to a store. Within a site, one or more Citrix Provisioning servers are given
permission to access that store to serve virtual disks to target devices.
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A provisioning server checks the database for the store name and the physical location where the
virtual disk resides, then provides it to the target device.

Separating the physical paths to a virtual disk storage location allows for greater flexibility within a
farm configuration. Particularly if the farm is configured to be highly available. In a highly available
implementation, if the active provisioning server in a site fails, the target device can get its virtual disk
from another server that has access to the store and permissions to serve it.

If necessary, copies of virtual disks aremaintained on a secondary shared storage location if that con‑
nection to the primary shared storage location is lost. In this case, the default path is set in the store
properties if all provisioning servers can use the same path to access the store. If a particular server
cannot use the path then an override path can be set in the store properties for that particular server.
Use an override pathwhen the default path is not valid for that server. This does not occur because of
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a connection loss, but because the path is not valid. Provisioning servers always use the default path
if the override path does not exist in the database.

Store administrative privileges

Stores are defined and managed at the farm level by a farm administrator. Access or visibility to a
store depends on the users administrative privileges:

• Farm administrators have full access to all stores within the farm.
• Site administrators have access to only those stores owned by the site.
• Device administrators and device operators have read‑only access. Site administrators also
have read‑only access if that store exists at the farm level, or if that store belongs to another
site.

Creating a store

1. In the Citrix Provisioning console tree, right‑click on Stores, then select the Create storemenu
option. The Store Properties dialog appears.

2. On the General tab, type the store name and a description of this store. The store name is the
logical name for this storage location.

3. Optionally, select the site that acts as the owner of this store. Otherwise, accept the default
<None> so that only farm administrators canmanage this store.

4. On the Servers tab, select a site from the list. All provisioning servers in that site appear.

5. Check the box next to each server that is permitted to access this store. If the store is only for a
specific site, only those servers within that site are valid selections. Also, if the default path is
not valid for a selected server, an override path must be defined for that server on the Server
PropertiesdialogsStore tab. Repeat this step for each site if necessary. If the site administrator
performs this procedure, only those sites that they administer appear.

6. On the Paths dialog, type or browse for the default path for this store. The path represents the
physical location of the virtual disk folder. Optionally, a new folder can be created by clicking
theBrowsebutton, and then clickingCreateNewFolder. If the user is a site administrator, only
those sites that they administer are available in the list.

7. The write cache path for the selected store display under the paths list. Optionally, a new store
cache folder can be created by clicking the Browse button, and then clicking Create New
Folder. More write cache paths can be added for use by the store by clicking Add. Entering
more than one write cache paths allows for virtual disk load to be distributed to physically
different drives. When a target device first connects, the Stream Service picks from the list.
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When using high availability, the order of the write‑cache paths for any override paths in store
properties for that server must match. The order of the write‑cache paths specified must be
the same.

If a write cache path is not selected and theOK button is clicked, the user is prompted to create
the default write cache path. Click OK on this message to create the default write cache path,
C:\pvsstore\WriteCache.

8. After configuring the store andpathsusedby the store, clickValidate toopen theValidateStore
Paths dialog and validate the path settings.

9. Under the Status column, view the path validation results. Click Close to close this dialog and
return to the Store Properties dialog to make any necessary changes or to continue.

10. ClickOK to save property settings.

Store properties

Create a store by running the Configuration Wizard or in the Store Properties dialog. The store prop‑
erties dialog allows you to:

• name and provide a description of the store.
• select the owner of the store, the site which manages the store.
• provide a default path to the store, the physical path to the virtual disk.
• define default write cache paths for this store.
• select the servers that can provide this store.

After a store is created, store information is saved in the Citrix Provisioning database. Each site has
one virtual disk pool, which is a collection of virtual disk information required by Citrix Provisioning
servers that provide vDisks in that site. The virtual disk information can be added to the virtual disk
pool using the vDisk Properties dialog or by scanning a store for new vDisks that have not yet been
added to the database.

The Store Properties dialog includes the following tabs:

General:

• Name:

– View, type the logical name for this store. For example, Provisioning‑1.
– View or type a description of this store.

• Description: View or type a description for this store.
• Site that acts as owner of this store: Optional. View or scroll to select the site that acts as
owner of this store. This feature allows a farm administrator to give one site’s administrators,
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special permission to manage the store. These rights are normally reserved for farm adminis‑
trators.

Paths:

• Default store path: View, type, or browse for the physical path to the virtual disk folder that
this store represents. The default path is used by all provisioning servers that do not have an
override store path set.

Note:

If you are setting an override store path in the Server Properties dialog, the pathmust be
set before creatinga versionof the virtual disk. Because this path information is storedand
referenced in the .vhdx header information, changing the path after versioning can cause
unexpected results.

• Default write cache paths: View, add, edit, remove, or move the default write cache paths for
this store. Enteringmore than onewrite cache path allows for virtual disk load to be distributed
to physically different drives. When a target device first connects, the StreamService picks from
the list. The order of the write cache paths, for any override paths in the server store properties,
must match the order of the write cache paths specified here.

• Validate: Click to validate store path selections from the Validate Store Paths dialog. The vali‑
dation results display under the Status column.

Servers:

• Site: View or scroll to select the site where provisioning servers that can access this store exist.
Multiple sites can access the same store.

• Servers that provide this store: All provisioning servers within the selected site display in this
list. Check the box next to all servers that are permitted to access this store. If the store is only
for a specific site, only those servers within that site are valid selections. If the default path
is not valid for a selected provisioning server, you must define an override path in that server
properties dialog, on the Store tab.

• Validate: Click to validate store path selections from the Validate Store Paths dialog. The vali‑
dation results display under the Status column.

Device collections

September 7, 2025
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Use device collections to create and manage logical groups of target devices. Creating device collec‑
tions simplifies device management by performing actions at the collection level rather than at the
target‑device level.

Note:

A target device can only be a member of one device collection.

A device collectionmight represent a physical location, a subnet range, or a logical grouping of target
devices. A collection might consist of all target devices that use a particular virtual disk image, and
that targetdevice collectionmight consist ofmaintenance, test, andproductiondevices. Alternatively,
three device collectionsmight exist for a particular virtual disk: one consisting of production devices,
one consisting of testmachines, and another consisting ofmaintenancemachines. In the proceeding
examples, devices in a given collection are assigned to the same disk.

Depending on a sites preference, another collection use case might include the consolidation of test
or maintenance devices into a single device collection. Then manage virtual disk assignments on a
per device basis rather than a per collection basis. For example, create a device collection labeled
Development consisting of five target devices, each one assigned to a particular virtual disk.

Farm administrators create and manage device collections, or site administrators that have security
privileges to that site. Collections are also created and managed by device administrators that have
security privileges to that collection.

Expandingadevice collection folder in theCitrix Provisioning™console’s treeallowsyou to viewmem‑
bers of a device collection. To display or edit a device collection’s properties, right‑click on an exist‑
ing device collection in the console, then select the Propertiesmenu option. The Device Collection
Properties dialog appears. Use this dialog to view or modify that collection.

Tip:

You can perform actions onmembers of a device collection, such as rebooting all target devices
members in this collection.

Importing target devices into a collection

The Import Target Devices Wizard allows you to import the target device information from a file.
Save the target device information as a .csvfile, then import it into a device collection.

Note:

The.csv text file can be createdwith a.txt file, NotePad.exe, or Excel. It contains one line per
target device, which is formatted as:

DeviceName,MAC-Address,SiteName,CollectionName,Description,Type
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Where:

DeviceName = Name of new target device MAC-Address = MAC address
of new device; such as 001122334455, 00-11-22-33-44-55, or
00:11:22:33:44:55 Type = 0 for production, 1 for test, or 2 for
maintenance

Access the wizard from the farm, site, and device collection right‑click menus. If it’s accessed from
the site or collection, only those target devices in the import file matching the site and collection by
name are included in the import list.

The wizard also provides the option to automatically create the site or collection using the informa‑
tion in the file, if either does not exist. There is also the option to use the default collection’s device
template, if it exists for that collection.

A log file is generated with an audit trail of the import actions. For Windows Server 2008 R2, the file is
located in:

C:\\Documents and Settings\\All Users\\Application Data\\Citrix\\
Provisioning Services\\log

All other Windows Server operating systems generate the log file in C:\ProgramData.

To import target devices into a collection

1. In the console, right‑click on the device collection, then click Target Device>Import devices.
The Import Target Devices Wizard displays.

2. Type or browse for the file to import. The target device information is read from the file and dis‑
plays in the table. Information can include the target device name,MAC address, and optionally
description.

3. Highlight one or more target devices to import. If applying the collection template to the
imported target devices, select the Apply collection template device when creating devices
check box.

4. Click Import to import the .csv text file containing target device information, into the selected
collection. The status column indicates if the import was successful.

Refreshing a collection in the Citrix Provisioning console

After changing a collection, refresh the collection before those changes appear in the console. To
refresh, right‑click on the collection in the tree, then select the Refreshmenu option.
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Booting target devices within a collection

To boot target devices within a collection:

1. Right‑click on the collection in the console, then select the Target Device>Bootmenu option.
The Target Device Control dialog displays with the Boot devicesmenu option selected in the
Settingsmenu. Target devices display in the Device table.

2. Click the Boot devices button to boot target devices. The Status column displays the Boot Sig‑
nal status until the target device successfully receives the signal, then status changes to Success.

Restarting target devices within a collection

To restart target devices within a collection:

1. Right‑click on the collection in the console tree, then select the Target Device>Restart devices
menuoption. TheTargetDeviceControldialogdisplayswith theRestartdevicesmenuoption
selected in the Settingsmenu. Devices display in the Device table.

2. Type the number of seconds to wait before restarting target devices in the Delay text box.
3. Type a message to display on target devices in theMessage text box.
4. Click the Restart devices button to restart target devices. The Status column displays the

restart signal status until the target device successfully receives the signal, then status changes
to Success.

Shutting down target devices within a collection

To shut down target devices members within a collection:

1. Right‑click on the collection in the console, then select the Target Device>Shutdown devices
menu option. The Target Device Control dialog displays with the Shutdown devices menu
option selected in the Settingsmenu. Target devices display in the Device table.

2. Type the number of seconds to wait before shutting down target devices in the Delay text box.
Type a message to display on target devices in theMessage text box.

3. Click the Shutdown devices button to shut down target devices. The Status column displays
the shutdownsignal statusuntil the targetdevice shutsdown. Aseach targetdevice successfully
shuts down, the status changes to Success.

Sendingmessages to target devices within a collection

To send amessage to target device members within a collection:
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1. Right‑click on the collection in the console tree, then select the Target Device>Sendmessage
menu option. The Target Device Control dialog displays with the Message to devicesmenu
option selected in the Settingsmenu. Target devices display in the Device table.

2. Type a message to display on target devices in theMessage text box.
3. Click the Send message button. The Status column displays the message signal status until

the target device successfully receives the message, then the status changes to Success.

Moving collections within a site

Target devices can bemoved from one collection to another collection within the same site.

Tomove a collection

1. In the console, expand the collection, right‑click on the target device, then select the Move
menu option.

2. From the menu, select the collection to move this target device into, then click OK to close the
dialog.

Target devices

September 13, 2025

A device, such as desktop computer or server, that boots and gets software from a virtual disk on
the network is considered a target device. A device that is used to create the virtual disk image is a
considered amaster target device.

The lifecycle of a target device includes:

• Preparing

– A Master target device used for creating a virtual disk image
– A target device that boots from a virtual disk image

• Adding target devices to a collection in the farm

– From the Console
– Using Auto‑Add
– Importing

• Assigning the target device type
• Maintaining target devices in the farm
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After a target device is created, the device must be configured to boot from the network. The device
must be configured to allow it to boot from the network. Also, a virtual disk must be assigned to the
device, and a bootstrap file must be configured to provide the information necessary for that device
to boot from the assigned virtual disk.

There are several types of target devices within a farm. For example, while a device is being used to
create a virtual disk image, it is considered a Master target device. All other devices are configured as
a particular device type. The device Type determines a devices current purpose, and determines if
that device can access a particular virtual disk version that is in production, test, or maintenance.

ThedeviceType is selectedon theGeneral tabof theTargetDevicePropertiesdialog,which includes
the following options:

• Production: Select this option to allow this target device to stream an assigned virtual disk that
is currently in production, the default.

• Maintenance: Select this option to use this target device as amaintenance device. Only amain‑
tenance device can access and alter a virtual disk version that is inmaintenancemode. Only the
first maintenance device to boot the version while in maintenance mode is allowed to access
that version.

• Test: Select this option to use this target device to access and test differencingdisk versions that
are currently in test mode.

A target device becomes a member of a device collection when it is added to the farm. The use of de‑
vice collections simplifies themanagement of all target devices within that collection. A target device
can only be a member in one device collection. However, a target device can exist in any number of
views. If a target device is removed from the device collection, it is automatically removed from any
associated views.

When targetdevices areadded toa collection, thatdevicesproperties are stored in theCitrix Provision‑
ing database. Target device properties include information such as the device name and description,
boot method, and virtual disk assignments (see Target device properties for details).

Target devices are managed and monitored using the Console and Virtual Disk Status Tray utili‑
ties.

In the Citrix Provisioning™ console, actions can be performed on:

• An individual target device
• All target devices within a collection
• All target devices within a view

Target device properties
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Note:

A reboot is required if a target device is active whenmodifications aremade to any of the follow‑
ing device properties: Boot from, MAC, Port, vDisks for this device.

The following tables define the properties associated with a target device.

General tab

Field Description

Name The name of the target device or the name of the
person who uses the target device. The name
can be up to 15 bytes in length. However, the
target device name cannot be the same as the
machine name being imaged. Note: If the target
device is a domain member, use the same name
as in the Windows domain. Use the same name
unless that name is the same as the machine
name being imaged. When the target device
boots from the virtual disk, the name entered
here becomes the target device machine name.

Description Provides a description to associate with this
target device.
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Field Description

Type Select the access type for this target device from
themenu, which includes the following options:
Maintenance ‑ Select this option to use this
target device as a maintenance device which
applies updates to a newmaintenance version
of a virtual disk. A maintenance device has
exclusive read‑write access to a maintenance
version. Test ‑ Select this option to use this
target device to access versions that are in test
mode. Test devices have shared read‑only
access to the test versions of a virtual disk to
facilitate QA testing of a virtual disk version in
standard imagemode. Perform this task before
releasing that version to production machines.
Production ‑ Select this option to allow the
target device to stream an assigned virtual disk
that is currently in production. Production
devices have shared, read‑only access to
production versions of a virtual disk. Production
devices do not have access to maintenance or
test versions. This prevents untested updates
from accidentally being deployed on production
machines. Note: The default Type for a new
device is maintenance. The default type for an
existing device is maintenance.

Boot from The boot method used by this target device.
Options include booting from a virtual disk, hard
disk, or floppy disk.

MAC Enter the media access control (MAC) address of
the NIC that is installed in the target device.

Port Displays the UDP port value. In most instances,
you do not have to change this value. However, if
target device software conflicts with any other
IP/UDP software, that is, they are sharing port,
youmust change this value.
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Field Description

Class Class used for matching new vDisks to target
devices when using automatic disk image
update to match new vDisks images to the
appropriate target devices.

Disable this device Enable this option to prevent target devices from
booting. Regardless if enabled or disabled, new
target devices that are added using Auto‑add,
have records created in the database.

vDisks tab

Field Description

vDisks for this device Displays the list of virtual disk assigned to this
target device, including the following options:
Click Add to open the Assign vDisks dialog. To
filter the displayed vDisks, select a specific store
name and Provisioning Server or select All
Stores and All Servers. This process lists all
vDisks available to this target device. Highlight
the vDisks to assign, then clickOK. Click
Remove to remove vDisks from this device.

Personality tab
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Field Description

Options Provides secondary boot options: Include the
local hard drive as a boot device; Include one or
more custom bootstraps as boot options. If
enabling a custom bootstrap, click Add, to enter
the bootstrap file name and the menu text to
appear (optional), then clickOK. If more than
one virtual disk is listed in the table or if either
(or both) secondary boot options are enabled,
you are prompted with a disk menu when it is
booted. Enter a menu option name to display to
the target device. The target device can select
which boot options to use. Click Edit to edit an
existing custom bootstrap’s file name or menu
text. Click Remove to remove a custom
bootstrap file.

Name and string There are no fixed limit to the number of names
you can add. However, the maximum name
length is 250 characters and the maximum value
length is 1000 characters. Use any name for the
fieldName, but do not repeat a field name in the
same target device. Field names are not case
sensitive. In other words, the system interprets
FIELDNAME and fieldname as the same name.
Blank spaces entered before or after the field
name are automatically removed. A personality
name cannot start with a $. This symbol is used
for reserved values such as $DiskName and
$WriteCacheType.

Status tab
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Field Description

Target device status The following target device status information
appears: Status ‑ current status of this device
(active or inactive); IP Address ‑ provides the IP
Address or ‘unknown’; Server ‑ the provisioning
server that is communicating with this device;
Retries ‑ the number of retries to permit when
connecting to this device; vDisk ‑ provides the
name of the vDisk or displays as ‘unknown’;
vDisk version ‑ version of this vDisk currently
being accessed; vDisk full name ‑ the full file
name for the version currently being accessed;
vDisk access ‑ identifies if the version is in
production, maintenance, or test; License
information ‑ depending on the device vendor,
displays product licensing information including;
n/a, Desktop License, Datacenter License, or
Citrix Virtual Apps and Desktops License.

Logging tab
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Field Description

Logging level Select the logging level or selectOff to disable
logging: Off –Logging is disabled for this
provisioning server. Fatal –logs information
about an operation that the systemmight not
recover from; Error log information about an
operation that produces an error condition;
Warning –logs information about an operation
that completes successfully, but there are issues
with the operation; Info –Default logging level.
Logs information about workflow, which
generally explains how operations occur. Debug
–logs details related to a specific operation and
is the highest level of logging. If logging is set to
DEBUG, all other levels of logging information
are displayed in the log file. Trace –logs all valid
operations.

Setting the target device as the template for this collection

A target device can be set as the template for new target devices that are added to a collection. A new
target device inherits the properties from the template target device, which allows you to quickly add
new devices to a collection.

Tip

Target devices using virtual disks are created and added to a collection when running the Citrix
Virtual Apps and Desktops™ Setup Wizard. If a target device template exists, it is ignored when
the target device using a virtual disk is added to the collection.

To set a target device as the template device for a collection, in the console, right‑click on the target
device, then select the Set device as template option.

Consider the following when using templates:

• Disable the target device that serves as the template. Disabling it adds all target devices using
this template to the database, but does not permit the target device to boot.

• Target devices receive amessage requesting that they first contact the administrator before be‑
ing allowed to boot.
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• T appears in light blue on the device serving as the template. New target devices automatically
have a name generated and all other properties are taken from the default template target de‑
vice. No user interaction is required.

Creating a VMwith nested virtualization

Sometimes, you want to create a nested virtualization paradigm for a VM. If your environment uses
Device Guard and youwant to create a template from the VM running it, consider that Citrix Provision‑
ing is unaware that it was set up for that particular VM. To resolve this issue, manually enable Device
Guard on the Hyper‑V host using a PowerShell command. Perform this operation after the VM has
been created using the Citrix Virtual Apps and Desktops Setup Wizard.

To configure a VM to use Device Guard:

1. Create the VM using the Citrix Virtual Apps and Desktops Setup Wizard.

2. After creating the VM, execute the following command for each VM on the physical Hyper‑V host
to enable nested virtualization:

Set-VMProcessor -VMName <Target VM's Name> -ExposeVirtualizationExtensions
$true

Tip:

See the Microsoft site for more information about nested virtualization.

Copying and pasting target device properties

To copy the properties of one target device, and paste those properties to other target device mem‑
bers:

Note: Targetdevices thatuse virtual disks canonly inherit thepropertiesof another targetdevice
that uses one.

1. In the Citrix Provisioning console’s Details pane, right‑click on the target device that you want
to copy properties from, then select Copy device properties. The Copy Device Properties
dialog appears.

2. Select the check box next to the properties that you want to copy, then click Copy. The proper‑
ties are copied to the clipboard and the dialog closes.

3. Right‑click on one or more target devices that inherit the copied properties, then select the
Pastemenu option. The Paste Device Properties dialog appears.

4. Click Close to close the dialog.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 310

https://docs.microsoft.com/en-us/virtualization/hyper-v-on-windows/user-guide/nested-virtualization


Citrix Provisioning™ 1912 LTSR

Booting target devices

1. Right‑click on a collection to boot all target devices in the collection. Or, highlight only those
target devices that you want to boot within the collection tree, then select the Boot devices
menu option. The Target Device Control dialog displays with the Boot devices menu option
selected in the Settingsmenu.

2. Click the Boot devices button to boot target devices. The Status column displays the Boot Sig‑
nal status until the target device successfully receives the signal, then status changes to Suc‑
cess.

Checking a target device’s status from the console

The target device status indicates whether it is active or inactive on the network.

To check the status of a target device:

1. Double‑click on the target device in the console window, then select the Propertiesmenu op‑
tion. The Device Properties tab appears.

2. Select the Status tab and review the following status information:

• Status, active, or inactive
• IP address
• Current provisioning server
• Current virtual disk name
• Provisioning server cache file size in bytes
If the target device is active in the console window, the target device icon appears as a
green computer screen. If the target device is inactive, the icon appears as a black com‑
puter screen.

Sendingmessages to target devices

To send amessage to target devices members:

1. Right‑click on the collection to send a message to all members within the collection. Or, high‑
light only those target devices within the collection that receive the message, then select the
Send message menu option. The Target Device Control dialog displays with the Message to
devicesmenu option selected in the Settingsmenu. Target devices are displayed in theDevice
table.

2. Type a message to display on target devices in theMessage text box.

3. Click the Send message button. The Status column displays the Message Signal status until
target devices successfully receives the message, the status changes to Success.
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Shutting down target devices

To shut down target devices:

1. Right‑click on the collection to shut down all target devices within the collection. Or, highlight
only those target devices to shut down within a collection, then select the Shutdown devices
menu option. The Target Device Control dialog displays with the Shutdown devices menu op‑
tion selected in the Settingsmenu. Target devices display in the Device table.

2. Type the number of seconds to wait before shutting down target devices in the Delay text box.
3. Type a message to display on target devices in theMessage text box.
4. Click the Shutdown devices button to shut down target devices. The Status column displays

the shutdownsignal statusuntil the targetdevice shutsdown. Aseach targetdevice successfully
shuts down, the status changes to Success.

Restarting target devices

To restart target devices:

1. Right‑click on a collection in the console tree or highlight only those target devices you want
to restart within the collection. Select the Restart devices menu option. The Target Device
Control dialog displays with the Restart devicesmenu option selected in the Settingsmenu.
Target devices display in the Device table.

2. Type the number of seconds to wait before restarting target devices in the Delay text box.
3. Type a message to display on target devices in theMessage text box.
4. Click the Restart devices button to restart target devices. The Status column displays the

Restart Signal status until the target device successfully receives the signal, then status
changes to Success.

Moving target devices between collections

A target device canbemoved fromone collection to another collectionwithin a site by dragging it into
the console’s Details pane. Drag the device from one collection, then drop the device into another
collection. Alternatively, target devices can bemoved using theMovemenu option.

Tomove a target device using theMovemenu option:

1. In the console, expand the collection, right‑click on the target device in the Details pane, then
select theMovemenu option.

2. From the menu, select the collection to move this target device into. If necessary, apply the
collection’s device template to the target device being moved by enabling the option Apply
target collection’s template device properties.
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3. ClickMove.

Tip:

There is a risk that moving target devices from site to site can cause them to be deleted in the
future. This risk increases if the target device was created using the Streamed VM Setup Wizard.
You can use the interface to move target devices from one site to another site, however, Citrix®
recommends that you avoid moving them from site to site using this method.

Managing target device personality

Normally, all target device’s sharing virtual disk must have identical configurations. The Target De‑
vice Personality feature allows you to define data for specific target devices andmake it available to
the target device at boot time. This data is used by your custom applications and scripts for various
purposes.

The number of fields and amount of data that you can define for each target device is limited to 64 Kb
or 65,536 bytes per target device. Each individual field contains up to 2,047 bytes.

Target device personality tasks

• Define personality data for a single target device using the console
• Define personality data for multiple target devices using the console
• Using target device personality data

Define personality data from a single target device using the console

To define personality data for a single target device:

1. In the Console, right‑click on the target device that youwant to define personality data for, then
select the Propertiesmenu option.

2. Select the Personality tab.
3. Click the Add button. The Add/Edit Personality String dialog appears.

Note: There is no fixed limit to the number of field names and associated strings you can add.
However, the total amountof personality data assigned toa single string, names, anddata, com‑
bined, is approximately 2,047 bytes. Also, the total amount of data contained in names, strings
and delimiters is limited to approximately 64 Kb or 65,536 bytes per target device. This limit is
checked when you attempt to add a string. If you exceed the limit, a warning message displays
and you are prevented from creating an invalid configuration.
Target device personality data is treated like all other properties. This data is inherited when
new target devices are added automatically to the database. This inheritance occurs using
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the Add New Target Device Silently option, or with the Add New Target Device with BIOS
Prompts option.

4. Enter a name and string value.
Note: You can use any name for the field.
Name, but you cannot repeat a field name in the same target device. Field names are not case
sensitive. In other words, the system interprets FIELDNAME and fieldname as the same name.
Blank spaces entered before or after the field name are automatically removed. A personality
name cannot start with a $. This symbol is used for reserved values such as $DiskName and
$WriteCacheType.

5. ClickOK.

To add more fields and values, repeat Steps 5 and 6 as needed. When finished adding data, click OK
to exit the Target Device Properties dialog.

Define personality data for multiple target devices using the console

Define target device personality for multiple devices:

1. In the console, right‑click on the target device that has the personality settings that youwant to
share with other device, then select Copy. The Copy device properties dialog appears.

2. Highlight the targetdevices in theDetailspane that youwant tocopypersonality settings. Right‑
click and select the Paste device propertiesmenu.

3. Click the Personality strings option, or, alternately choose to copy other properties. Click
Paste.

Using target device personality data

Once the file system becomes available to the target device, the personality data is written to a stan‑
dard Windows .ini text file called Personality.ini. The file is stored in the root directory of the virtual
disk file system, your custom scripts or applications access this file.

The file is formatted as follows:

1 `[StringData]
2 FieldName1=Field data for first field
3 FieldName2=Field data for second field`

This file is accessible to any custom script or application and is queried by the standard Windows
.INI API. Also, a command line application, called GetPersonality.exe, permits easier batch file
access to the personality settings.

A target device’s virtual disk nameandmode canbe retrievedusingGetPersonality.exe. The following
reserve values are included in the [StringData] section of the Personality.ini file:
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1 $DiskName=<xx>
2 $WriteCacheType=<0 (Private image)
3 All other values are standard image; 1 (Server Disk), 2 (Server

Disk Encrypted), 3 (RAM), 4 (Hard Disk), 5 (Hard Disk Encrypted)
, 6 (RAM Disk), or 7 (Difference Disk). Min=0, Max=7, Default=0>

The xx field is the name of the disk. A virtual disk name cannot start with a $. This symbol is used for
reserved values such as $DiskName and $WriteCacheType. The followingmessage displays if a name
that starts with $ is entered:

A name cannot start with a $. This is used for reserve values like
$DiskName and $WriteCacheType. The $DiskName and $WriteCacheType

values can be retrieved on the target device using GetPersonality.exe
.

GetPersonality.exe

The command line utility GetPersonality.exe allows users to access the Target Device Personality
settings fromaWindowsbatch file. Theprogramqueries the INI file for the user andplaces theperson‑
ality strings in the locations chosen by the user. GetPersonality.exe supports the following command
line options:

1 `GetPersonality FieldName /r=RegistryKeyPath <- Place field in
registry

2 GetPersonality FieldName /f=FileName <- Place field in file
3 GetPersonality FieldName /o <- Output field to STDOUT
4 GetPersonality /? or /help <- Display help`

Setting environment variables

Setting environment variables with personality data is a two‑step process:

1. Use theGetPersonality commandwith the /f option to insert the variable into a temporary file.

2. Use the set command to set the variable. For example, to set the environment variable Path
statement for the target device a personality name, define the Pathname with the string value:

1 `%SystemRoot%;%SystemRoot%\System32\Wbem;C:\Program Files\
Microsoft Office\OFFICE11\;C:\Program Files\Microsoft SQL
Server\80\Tolls\Binn`

The /f option creates a temporary file, allowing for a name to be assigned, in this case temp.
txt. The following lines are included in the batch file:

1 `GetPersonality Pathname /f=temp.txt
2 set /p Path= <temp.txt`
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Note:

If the file name specified with the /f option exists, Get Personality does not append the
line to the file. Instead, the existing line is overwritten in the file.

Changing the device status to down

Occasionally, a target device displays as active when it is down. This situation occurs when the status
record is not refreshed properly in the database. To change the target device’s status in the database
to down, Complete the following steps:

1. In the console, right‑click on the target device marked as down, then select the Mark Device
Down option. A confirmation dialog appears.

2. ClickOK to mark the device as down.

Support for windows performance counters

Citrix Provisioning target devices provide Windows performance counters for each storage tier:

• RAM cache
• VHDX file
• network streaming

Using these performance counters, you can monitor target device streaming IOPS, bandwidth usage,
current RAM usage, and VHDX file size.
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Boot Device Management support for UEFI using the Citrix Virtual Apps and Desktops
Setup wizard

UEFI BDM integrates with the Citrix Virtual Apps and Desktops Setup wizard, which allows you to set
the BDM boot option to target UEFI firmware. With this support, Citrix Provisioning supports booting
from:

• ISO
• USB
• Boot partitions

Consider the following:

• BDM support for UEFI can only be used by a provisioned VMwith a BDM partition.
• This functionality uses the Citrix Provisioning server IP address in the bootstrap of the server to
which the user is connected.

• BDM partition booting is a single stage BDM.

With this BDM support, the following new templates are included:
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• BIOS (Generation 1 VMs) uses BDMTeamplate.vhd.
• UEFI (Generation 2 VMs) uses BDMTemplate.vhdx. These VMs are typically used for HDX in‑
tegration with UEFI.

This functionality does not require PXE, TFTP, or TSB.

Tip:

During UEFI boot, Provisioning server information is displayed in verbosemode without any ad‑
ditional configuration data.

Setting a target device for UEFI firmware

To use the BDM boot partition:

1. Select the Citrix Provisioning Console node and right‑click to display a context menu.
2. In the context menu, select Create a Boot Device.

In the Boot Device Management screen:

1. Select Target device is UEFI firmware.
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2. ClickNext.

You can access these options without connecting to a Citrix Provisioning server. BDM.exe provides a
shortcut in the Startmenu. See Server lookup using DHCP to retrieve the device IP address for more
information.

Tip:

You can update the BDMpartition, with server information and options, using the available boot‑
strap.
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Server look up using DHCP to retrieve the device IP address

When specifying a login server, you have the option to use either DNS to locate a server, or you can
specify a static IP address to identify a server. If the server lookupmethod is set toUse DNS to find a
Server, you can set extra UEFI options, including:

• UEFI network. Use this option to set the boot NIC interface index value. By default, this value is
set to 0. This value represents the first NIC.

• Boot Device. Select the Add an active boot partition check box, and use the drop‑downmenu
to select from the following device options:

– Citrix ISO Image Recorder. This is the default choice for UEFI networks.
– USB. Use this device option if a USB drive is connected to the Provisioning server.
– HDD. When the boot device is a directly connected hard disk drive.

After specifying BDM configuration options, click Burn to create a BDM device.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 320



Citrix Provisioning™ 1912 LTSR

Important:

Citrix recommends that youdonot useHDDas aboot optionwhenconnected to theProvisioning
server.

Updating a BDM partition

A BDM partition can only be upgraded if it is created using the Citrix Virtual Apps and Desktops Setup
wizard in one of three ways:

• Using a collection.
• Specifying a group of highlighted devices.
• Using a single device.
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Note:

Provisioned devices must be turned off when updating a BDM boot partition.

The BDM boot partition upgrade does not require PXE, TFTP, or TSB. It’s considered a single stage
bootloader. At boot time it automatically finds all relevant Provisioning server information and does
not need external services provided by PXE, TFTP, or TSB.

When using a BDM partition, consider the following:

• This functionality is similar to actions such aswaking on a LANor to shut downon a provisioned
client. Stopor close long runningprocesses at any time. If you close, or otherwisehalt aprocess,
it continues to run in the background.

• A BDM boot partition is considered a single state partition, as a result, BDM boot times are fast,
or faster, than conventional PXE‑based boot times.

To update BDM partitions:

1. In the Citrix Provisioning Console, expand Device Collections.
2. Select the appropriate BDM update. Right‑click to expose a context menu.
3. In the context menu, select Target Device, then selectUpdate BDM Partitions.

In the Target Device Update BDM screen:
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1. ClickUpdateDevices. Once selected, Citrix Provisioningbegins updating all target deviceswith
the BDM update.

2. Click Stop to immediately halt the update process.
3. Click Close to dismiss the Target Device Update BDM screen. The process continues to run in

the background.

Virtual disks

September 7, 2025

Virtual disks are managed throughout their lifecycle. Full image lifecycle takes a virtual disk from
creation, through deployment and subsequent updates, and finally to retirement. The lifecycle of a
virtual disk consists of four stages:

1. Creating
2. Deploying
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3. Updating
4. Retiring

Creating a virtual disk

Creating a virtual disk includes:

• preparing the master target device for imaging
• creating and configuring a virtual disk file where the virtual disk resides
• imaging the master target device to that file

These steps result in a new base virtual disk image. This process can be performed automatically,
using the Imaging Wizard, or manually. You can also create a common image for use with a single
target platform or for use with multiple targets. For details, see Creating vDisks.

Deploying a virtual disk

After a virtual disk base image is created, it is deployedby assigning it to one ormore devices. A device
can have multiple virtual disk assignments. When the device starts, it boots from an assigned virtual
disk. There are two boot mode options; Private Image mode (single device access, read/write), and
standard image mode (multiple devices, write cache options). For more details, see Prerequisites for
deploying vDisks later in this article.

Updating a virtual disk

It is often necessary to update an existing virtual disk so that the image contains the most current
software andpatches. Updates canbemademanually, or the update process canbe automatedusing
virtual disk UpdateManagement features. Each time a virtual disk is updated a new version is created.
Different devices can access different versions based on the type of target device and version classi‑
fication. A maintenance device can have exclusive read/write access to the newest maintenance ver‑
sion. Test devices can have shared read‑only access to versions classified as test versions. Production
devices can have shared read‑only access to production versions. Versions are created andmanaged
from the vDisk Versioning Dialog. An update can also be the result of merging versions. For more
details on updating virtual disks, see Updating virtual disks.

Retiring a virtual disk

Retiring a virtual disk is the same as deleting. The entire VHDX chain including differencing and base
image files, properties files, and lock files, are deleted. For details, see Retiring or deleting virtual
disks.
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Note:

In addition to those virtual disk tasks performed within a disk’s lifecycle, there are also other
virtual diskmaintenance tasks that can be performed. These include importing or exporting the
virtual disk, backing‑up vDisks, replicating, and load balancing.

Prerequisites for deploying virtual disks

Virtual disks are configured before being deployed. Configuration tasks include:

• Selecting the virtual disk access mode and if applicable, the write cache mode. See Selecting
the write cache destination for standard virtual disk images).

• Configuring the virtual disk forMicrosoftVolumeLicensing. For details, seeConfiguring a virtual
disk for Microsoft Volume Licensing.

• Enabling Active Directory machine account passwordmanagement, if applicable.
• More settings:

– Enabling or disabling the streaming of this virtual disk to assigned target devices. For de‑
tails, see the vDisk Properties dialog.

– Providing virtual disk identification information. For details, see identification informa‑
tion in the vDisk Properties dialog.

Selecting the write cache destination for standard virtual disk images

Citrix Provisioning™ supports several write cache destination options. The write cache destination
for a virtual disk is selected on theGeneral tab, which is available from the virtual disk File Properties
dialog.

Considerations and requirements

• Consider the impact of using the server‑side persistent write cache. Persistent cache is only
usedwhere unauthorized users have access to amachine. Ensure thatmachines are not shared
among users.

• When selecting cacheon local harddrive, ensure that thehard‑diskdrive is formattedwithNTFS
for Window devices, with a minimum of 500 MB.

• When selecting cache on the target device RAM and standard image mode, the registry setting
WcMaxRamCacheMB (aDWORD) in theBNIStackParametersdetermines themaxsizeof theRAM
write cache. If the registry entry does not exist, then the default value used is 3584 MB.

• Citrix Provisioning version 7.7 only supports the use of Microsoft System Center Configuration
Manager (ConfigMgr) Client as follows:
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ConfigMgr Client
Cache on device hard
drive

Cache in device RAM
with overflow on hard
disk Cache in device RAM

ConfigMgr 2012 Supported Supported Not supported

ConfigMgr 2012 SP1 Supported Supported Not supported

ConfigMgr 2012 R2 Supported Supported Not supported

ConfigMgr Client Cache on server
Cache on server
persisted

Cache on device hard
drive persisted

ConfigMgr 2012 Not supported Not supported Not supported

ConfigMgr 2012 SP1 Not supported Not supported Not supported

ConfigMgr 2012 R2 Not supported Not supported Not supported

The following sections describe all valid write cache destination options.

Note:

ProvisioningServices version7.12 introducedLinux streaming. Whenusing this feature, consider
that caching options on a Linux target device are the same on aWindows device. For more infor‑
mation about Linux streaming, see Installation.

Cache on device hard drive

Write cache can exist as a file in NTFS format, or on the target‑device’s hard drive. This option frees up
the server. It does not process write requests because it does not have the finite limitation of RAM.

The hard drive does not require any additional software to enable this feature.

Note:

The write cache file is temporary unless the virtual disk mode is set to Private Imagemode.

Important:

The virtual disk cache type field Cache on device hard drive is deprecated and will be removed
in a future release. Citrix recommends using one of the other available cache types. For more
information, see the Deprecation article.
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Cache on device hard drive persisted (experimental phase only)

The same as Cache on device hard drive, except cache persists. This write cache method is an exper‑
imental feature and is supported only for NT6.1 or later. This method also requires a different boot‑
strap. To click the correct bootstrap from the console, right‑click on the provisioning server, select
Configure Bootstrap. On the General tab, click the Bootstrap file option, then choose CTXBP.BIN.
Citrix recommends that the local HDD (client side) drive has enough free space to store the entire
virtual disk.

Important:

The virtual disk cache type field Cache on hard drive persisted is deprecated and will be re‑
moved in a future release. Citrix recommends using one of the other available cache types. For
more information, see the Deprecation article.

Cache in device RAM

Write cache can exist as a temporary file in the target device’s RAM. It provides the fastest method of
disk access since memory access is always faster than disk access.

Cache in device RAMwith overflow on hard disk

Write cache uses the VHDX differencing format:

• When RAM is zero, the target device write cache is only written to the local disk.
• When RAM is not zero, the target device write cache is written to RAM first. When RAM is full,
the least recently used block of data is written to the local differencing disk to accommodate
newer data on RAM. The amount of RAM specified is the non‑paged kernel memory that the
target device consumes.

Compared to “Cache on device hard drive”cache mode, the VHDX block format has a faster file ex‑
pansion rate. The local disk free space is reconsidered to accommodate the streaming workload. To
ensure target device reliability in a high demand workload, Citrix® recommends that local disk free
space is larger than virtual disk capacity size.

When the local disk is out of space, the target device virtual disk I/O goes in to apause state. Itwaits for
more local disk free space to become available. This condition has a negative impact on theworkload
continuity. Citrix recommends allocating enough local disk free space.

The amount of RAM specified does not change the local disk free space requirement. The more RAM
assigned, the more virtual disk I/Os temporarily saved in RAM cache before all data gets flushed back
to the VHDX file. The RAM reduces the initial VHDX expansion rate.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 327

https://docs.citrix.com/en-us/provisioning/1912-ltsr/deprecated-features.html


Citrix Provisioning™ 1912 LTSR

Cache on a server

Write cache can exist as a temporary file on a provisioning server. The Provisioning server handles all
writes, which can increase disk I/O and network traffic.

For extra security, the server can be configured to encrypt write cache files. Since the write‑cache
file does exist on the hard drive between reboots, the data is encrypted in the event a hard drive is
stolen.

Cache on server persistent

This cache option allows for the saving of changes between reboots. Using this option, after reboot‑
ing, a target device is able to retrieve changes made from previous sessions that differ from the read
only virtual disk image. If a virtual disk is set to Cache on server persistent, each target device that
accesses the virtual disk automatically has a device‑specific, writable disk file created. Any changes
made to the virtual disk image are written to that file, which is not automatically deleted upon shut‑
down.

The file name uniquely identifies the target device by including the target device’s MAC address and
disk identifier. A target device can be assigned to multiple vDisks and therefore have multiple cache
files associated to it.

To restore a virtual disk that uses Cache Persistent on Server, be sure to back up all virtual disk files
and associated user cache files before making changes.

The benefits of using this cache option include:

• Saves target device specific changes that are made to the virtual disk image.
• Same benefits as standard imagemode.

The drawbacks of using this cache option include:

• The cache file is available so long as the file remains valid. Any changesmade to the virtual disk
force the cache file to bemarked invalid. For example, if the virtual disk is set to Private Image
Mode, all associated cache files are marked invalid.

Note:

Cache files that are marked as invalid are not deleted. Periodically, these files are manually
deleted.

Invalidating changes include:

• Placing a virtual disk in maintenance
• Virtual disk is placed in private imagemode

© 1997–2025 Citrix Systems, Inc. All rights reserved. 328



Citrix Provisioning™ 1912 LTSR

• Mapping the drive from the Citrix Provisioning console
• Changing the location of the write cache file
• Using the automatic update

Tip:

Consider the impact of using a server‑side persistent write cache. Persistent cache is only used
where unauthorized users have access to a machine. Ensure that machines are not shared
among users.

Selecting the write cache destination for standard virtual disk images

September 7, 2025

Citrix Provisioning™ supports several write cache destination options. However, the recommended
option is cache in device RAMwith overflow on the hard disk.

Note:

If migrating from older local hard disk caches to cache in device RAMwith overflow to hard disk,
youmust reevaluate your local disk cache size. This is because the newRAM cachewith overflow
toharddiskusesa larger segment sizeandgrows faster and larger. Formoredetailed information
about how the RAM cache with overflow functions, see Size Matters: PVS RAM Cache Overflow
Sizing.

The write cache destination for a virtual disk is selected on the General tab, which is available from
the vDisk File Properties dialog.

The following sections describe all write cache destination options.

Note:

When using this feature, consider that caching options on a Linux target device are the same as
on a Windows device. For more information about Linux streaming, see the installation article.

Cache on device hard drive

Write cache exists as a file in NTFS format on the target‑device’s hard drive. This write cache option
frees up the Citrix Provisioning server because it does not process write requests and does not have
finite limitation of RAM.
The hard drive does not require any additional software to enable this feature.
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Important:

The virtual disk cache type field Cache on device hard drive is deprecated and will be removed
in a future release. Citrix recommends using one of the other available cache types. For more
information, see the Deprecation article.

Cache in device RAM

Write cache can exist as a temporary file in the target device’s RAM. This functionality provides the
fastest method of disk access since memory access is always faster than disk access. The maximum
RAMwrite cache size is determined by the registry setting WcMaxRamCacheMB.

Note:

• The target device becomes unstable and can crash if the target device’s RAMwrite cache is
full.

• For Windows 10 version 1803, the functionality cache in device RAM is not supported. A
target device crashes when it fails to use reserved memory from bootstrap. Citrix® recom‑
mends using Cache in device RAM with overflow on hard disk. This issue applies to legacy
bootstrap, it does not apply to UEFI bootstrap configurations.

Cache in device RAMwith overflow on hard disk

This write cachemethod uses VHDX differencing format:

• When RAM is zero, the target device write cache is only written to the local disk.
• When RAM is not zero, the target device write cache is written to RAM first. When RAM is full,
the least recently used block of data is written to the local differencing disk to accommodate
newer data on RAM. The amount of RAM specified is the non‑paged kernel memory that the
target device consumes. Compared to Cache on device hard drive cachemode, the VHDX block
format has a faster file expansion rate.

When the local disk is out of space, the target device virtual disk I/O goes in to a pause state. It waits
formore local disk free space to become available. This condition has a negative impact onworkload
continuity. Citrix recommends allocating enough local disk free space.

The amount of RAM specified does not change the local disk free space requirement. The more RAM
assigned, the more virtual disk I/Os temporarily saved in RAM cache before data gets flushed back to
the VHDX file. The RAM reduces the initial VHDX expansion rate.

Tip

The registry settingWcMaxRamCacheMB is not usedwhen configuring theCache indeviceRAM
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with hard disk overflow. When using this write cache mode on the provisioning management
console, the value specified from themaximum allocated size is used.

For more information on RAM cache overflow sizing, see Size Matters: PVS RAM Cache Overflow Siz‑
ing.

Cache on a server

Write cache can exist as a temporary file on a provisioning server. The server handles all writes, which
increasesdisk I/Oon the server andnetwork traffic. For that reason, thismode is not recommended.

For extra security, the server can be configured to encrypt write cache files. Since the write‑cache
file does exist on the hard drive between reboots, the data is encrypted in the event a hard drive is
stolen.

Note:

Consider the performance impact of using server side caching. This consideration applies to
both persistent and non‑persistent cache.

Cache on server persistent

This cacheoptionallows for the savingof changesbetween reboots. Using this option, after rebooting,
a target device is able to retrieve changes made from previous sessions that differ from the read only
virtual disk image. If a virtual disk is set to Cache on server persistent, each target device that accesses
the virtual disk automatically has a device‑specific, writable disk file created. Any changes made to
the virtual disk image are written to that file, which is not automatically deleted upon shutdown.

The file name uniquely identifies the target device by including the target device’s MAC address and
disk identifier. A target device can be assigned to multiple vDisks and therefore have multiple cache
files associated to it.

To restore a virtual disk that uses Cache Persistent on Server, be sure to back up all virtual disk files
and associated user cache files. The Store Properties dialog allows you to define default write cache
paths for a store. This is the path where write cache files are saved. The write cache files are named
as <target name>.vhdx.

A server side cache file must be available to all Citrix Provisioning servers that serve the vdisk for a
target to failover to another server.

The benefits of using this cache option include:

• Saves target device specific changes that are made to the virtual disk image.
• Same benefits as Standard Image Mode.
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The drawbacks of using this cache option include:

• The cache file is available so long as the file remains valid. Any changesmade to the virtual disk
force the cache file to bemarked invalid. For example, if the virtual disk is set to Private Image
Mode, all associated cache files are marked invalid.

• Increased I/O load on the server and increased network traffic. This can overload the server in
a large configuration.

Note:

Cache files that aremarked as invalid are not deleted. Periodically, these files must bemanually
deleted.

Invalidating changes include:

• Placing a virtual disk in maintenance
• Virtual disk is placed in private imagemode
• Mapping the drive from the console
• Changing the location of the write cache file
• Using automatic update

Tip:

Consider the impact of using server side persistent write cache.

Support for replicated virtual disk storage

September 7, 2025

Citrix Provisioning supports the replication of a virtual disk on stores that are local, local/
attached storage on provisioned servers, and contained within a site.

Replication considerations include:

• All Citrix Provisioning™ servers must have network connectivity with all other servers in the
farm.

• Replication must be properly configured to function with Citrix Provisioning and meet all re‑
quirements.

• Replicated files include: *.vhdx, *.avhdx, and *.pvp. If you are importing existing virtual
disks, the *.xmlmanifest files can also be replicated. The *.lok files are not replicated.

• It is not necessary to shut down a server during the replication process.
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• Store path must be set for each provisioning server.

Note:

If you are setting an override store path on the server’s Properties dialog, the path must
be set before creating a version of the virtual disk. Because this path information is stored
and referenced in the .vhdx header information, changing the path after versioning can
cause unexpected results.

• Necessary storage must be available and have read/write access.

Note:

While DFS Replication can be used with Citrix Provisioning, DFS Namespaces are not supported
as store paths.

The following illustration shows a replication scenario where a version is not available to all servers
from local storage.

The replication status can be viewed for a particular version of a virtual disk or for all versions of a
virtual disk.

Troubleshooting and viewing replication status for a particular virtual disk

Citrix Provisioning allows users to view the availability of replicated vDisks to provisioning servers
within a farm.
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1. Right‑click on a virtual disk in the Citrix Provisioning console, then select the Versions menu
option. The vDisk Versions dialog appears.

2. Highlight a version in the dialog, then clickReplication. The vDisk VersionReplication Status
dialog displays showing the replication status availability for each server that can provide this
version of the virtual disk.

• If a version is in Maintenance (hammer icon), Test (magnifying glass), or Pending (hour
glass) states, that state displays in the first row.

• A blue checkmark indicates that the server has access to this version.
• An orange warning indicates that a server currently does not have access to one or more
versions of this virtual disk. The version that is missing, or has an issue, has an orange
warning under that version column.

Troubleshooting and viewing replication status for all versions of a virtual disk

1. Right‑click ona virtual disk in the console, then select theReplicationStatusmenuoption. The
vDisk Version Replication Status dialog appears.

2. The Server column lists all servers that can provide this virtual disk and the general replication
status of that server. The Version column lists each version of the virtual disk and that versions
individual replication status.

• If a version is in Maintenance (hammer icon), Test (magnifying glass), or Pending (hour
glass) states, that state displays in the first row.

• A blue checkmark indicates that the server has access to this version.
• An orange warning indicates that a server currently does not have access to one or more
versions of this virtual disk. The version that is missing, or has an issue, has an orange
warning under that version column.

Exporting and importing vDisks

September 7, 2025

Citrix Provisioning™exports and imports both versioned andunversioned vDisks fromanexisting store
to another store in a different farm.

With vDisk versions, you can isolate updates to a vDisk or allow for quick revisions without affecting
and copying a 30–40 GB file every time you want to make an update to your vDisk.

When working with vDisk versions, exporting the vDisk is the easiest way to move those versions to
another farm. When you export a vDisk, an XML manifest file for the given vDisk is created. The XML
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manifest file fetches version details from SQL and/or the vhdx/avhdx files on vDisk. This can then be
used to import the vDisk into the Citrix Provisioning console. An unversioned vDisk can be imported
without the manifest XML file, but a versioned vDisk requires a manifest XML file before it can be im‑
ported.

Tip:

Merge differencing disks first to a base disk using third party tools if you are importing VHDs that
are not exported using Citrix Provisioning. After merging them, import the new VHD base disk.

Exporting virtual disks

To export a virtual disk

1. Right‑click on the virtual disk in the Citrix Provisioning console, then select the Export menu
option. The Export dialog appears.

2. Select the version to export from the menu, then click OK. The manifest file is created in the
Store.

Tip:

If youdelete a virtual disk that youplan to export, Citrix® recommends that you export the virtual
disk first. After exporting it, copy the resulting XML file to the new location before deleting it from
the original location.

Importing vDisks

A virtual disk or virtual disk chain of differencing VHD files can be imported into a store if:

• The imported VHD does not exist in the store and both the highest version number of the VHD
and associatedmanifest files match.

• The VHD chain includes a base image, and that base image version number matches the base
image version in the manifest file.

Note:

When importing a single virtual disk, no manifest file is required, however, if you import vDisks
with versions youmust include a manifest file.

• The VHD does exist in the store but the imported version number in the associatedmanifest file
is greater than the existing VHD version number.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 335



Citrix Provisioning™ 1912 LTSR

Important:

If you have an existing vDiskwith the samename in other stores, and one ormore of those stores
either has not set the provisioning server, or the server is unreachable, the import fails. A mes‑
sage appears indicating No server available to handle [other store name].
This issue occurs because the import process checks that the imported vDisk is not stored in the
same location as the vDisk with the same name located in the other store.

To add or import an existing virtual disk to a site

1. Copy the virtual disk and any associated properties files to shared storage, if they do not exist
there.

2. In the console, right‑click on the Store or a vDisk Pool, then select the Add or Import Existing
vDiskmenu option. The Add or Import Existing vDisks dialog appears.

3. Select the store to search for vDisks from the Store to searchmenu.
4. Select the server to use to search for vDisks from the Server to use for searchingmenu, then

click Search. All vDisks in the store display in the Add checked vDisks to the vDisk Pool.
5. Check the vDisks you want added to the virtual disk pool.
6. Optionally, check Enable load balancing for these vDisks to enable load balancing on provi‑

sioning servers that provide this virtual disk to target devices.
7. Click Add to add the vDisk(s) to the virtual disk pool.

Adding virtual disk versions

To add a virtual disk version to a site

1. Copy the virtual disk, and any associated property files, to shared storage, if they do not exist
there.

2. In the console, right‑click on the Store or a vDisk Pool, then select the Add vDisk Versions
menu option. The Add vDisk Versions dialog appears.

3. Select the store to search for vDisks from the Store to searchmenu.
4. Select the server to use to search for vDisks from the Server to use for searchingmenu, then

click Search. All vDisks in the store display in the Add checked vDisks new versions.
5. Check those virtual disk versions added to the virtual disk pool.
6. Click Add to add the vDisk(s) to the virtual disk pool.
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Releasing virtual disk locks

September 7, 2025

Multiple target devices and Citrix Provisioning™ servers access a single virtual disk image file, which
makes it necessary to control access to prevent corruption of the image. When a user accidentally
assignsaprivate image tomultiple targetdevices, and then tries toboot those targetdevices, a corrupt
image results. Therefore, the image becomes locked appropriately for a given configuration. The
locked virtual disk icon appears with a small lock on it.

Under certain circumstances these locks are not be released properly. A lock on a virtual disk image
is not released properly when a target device machine is booted from a virtual disk, and then fails.
If the same target device boots again, the same lock is used and no problem occurs. However, if an
administrator tries tomount the drive on the provisioning server after the target device has failed, the
server fails to mount that virtual disk. The server fails to mount the virtual disk because a lock is still
held by the failed target device. The administrator can release these locks.

Note:

Ensure that the virtual disk is not in use before removing a lock. Removing a lock for a virtual
disk, which is in use, might corrupt the image.

To release virtual disk locks

1. In the Citrix Provisioning console, right‑click on the virtual disk for which you want to release
locks, and then select theManage Locks option. TheManage VDisk Locks dialog appears.

2. If a virtual disk has a target device lock on it, that target device name appears in the dialog’s list.
Select one or more target devices from the list, then click Remove lock. You can also choose
Select All to remove all target device locks on the selected virtual disk.

3. Click Close to close the dialog.

Copying and pasting virtual disk properties

September 7, 2025

Use the Copy and Paste options to copy properties of one virtual disk to one or more vDisks in your
network.
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To copy virtual disk properties to one ormore vDisks

1. In the Citrix Provisioning™ console, right‑click on the virtual disk that has the properties set‑
tings that you want to share with other vDisks. Select Copy vDisk Properties. The Copy vDisk
Properties dialog appears.

2. Select the check boxes next to the properties that you want to copy to other vDisks, then click
Copy.

3. In the details panel, highlight the vDisks that youwant to paste properties settings to, then click
Paste from the right‑click menu.

Adding existing vDisks to a virtual disk pool or store

September 7, 2025

If virtual disks exist in a store, and are used by target devices in your site, you can add them to the site’
s virtual disk pool. In the Citrix Provisioning™ console, select Add existing vDisks by right‑clicking
the menu option. This option is available from the vDisk Pool folder and from a store folder.

To add existing vDisks to a site

1. Verify the following:

• Other servers have access to the shared folder where the store is located.
• The new server is associated with that store.

2. In the console tree, right‑click on the vDisk Pool in the site where you want to add vDisks. You
can alternately right‑click on the store where those vDisks exist. Select the Add existing vDisk
menu option. The Add Existing vDisks dialog appears.

3. If you accessed this dialog from the site’s virtual disk pool, select the store to search from the
menu. If you accessed this dialog from the store, select the site where vDisks are added using
the menu.

4. In the Select the server to use when searching for new vDisks menu, select the Citrix Pro‑
visioning server performing the search. Click Search. Any new vDisks that do not exist in the
database display in the text box.

5. Check the box next to each virtual disk that you want to add. Alternately click Select All to add
all vDisks in the list, then click Add.
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Backing up a virtual disk

September 7, 2025

The Citrix Provisioning™ server treats a virtual disk image file like a regular file, but the target device
treats it as aharddrive. Theprocedure forbackingupavirtual disk image file is the sameasbackingup
anyother file on your server. If a virtual disk image file becomes corrupt, restoring it requires replacing
the corrupted file with a previous, functional version.

Note:

Do not back up a virtual disk while its being used or while it is locked. Citrix® recommends back‑
ing up these disks using your normal provisioning server backup routine.

Viewing virtual disk usage

September 7, 2025

To view target devices that are connected to a specific virtual disk

1. Right‑click a virtual disk in the Citrix Provisioning™ console, then select the Show usagemenu
option. The Show vDisk Usage dialog appears.

2. Select one or more target devices in the list to perform any of the following target device con‑
nection tasks:

• Shut Down –shuts down the target device.
• Reboot –reboots the target device.
• SendMessage –opens the Edit Message dialog to allow you to type, and then send ames‑
sage to target devices.

To view all target devices served by a Citrix Provisioning server

1. Right‑click on a Citrix Provisioning server in the console, then select the Show Connected de‑
vicesmenu option. The Connected Target Devices dialog appears.

2. Select one or more target devices in the list to perform any of the following target device con‑
nection tasks:

• Shut Down –shuts down the target device.
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• Reboot –reboots the target device.
• SendMessage –opens the Edit Message dialog to allow you to type, and then send ames‑
sage to target devices.

Deleting cache on a difference disk

September 7, 2025

The Delete Cache from Selected Devices context menu option manually deletes the cache on a dif‑
ference disk. It is only available if the virtual disk cachemode is set to Server Persistent Cache.

Note:

The write cache on a difference disk is not automatically deleted if that file becomes invalid. Cit‑
rix® recommends manually deleting files marked as invalid.

To delete a cache on a difference disk

1. In the Citrix Provisioning™ console, right‑click on the virtual disk that is associated with differ‑
ence disk files you want to delete. Select the Delete Cache from Selected Devicesmenu op‑
tion.

The Delete Cache for Devices dialog box appears.
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2. Check each target device cache you want to delete, or click Select all to delete all cache files
associated with this virtual disk.

3. Click Delete to delete the cache files from the server.

Assigning virtual disks and versions to target devices

September 7, 2025

A virtual disk version can be assigned and unassigned to a target device.

Accessing a version of the virtual disk

Numerous differencing disk versions can exist for a virtual disk. Device access to a particular version,
or the ability tomake updates to that version, depends on that versions accessmode setting and the
device type. The sections that follow describe the different version access modes and device types
and their relationship to each other.

A version’s access mode is managed on the virtual disk Versioning dialog. New versions of a virtual
disk are promoted from Maintenance to Test and then into Production. Access mode options in‑
clude:

• Maintenance –new read/write difference disk version that is only available to the first Mainte‑
nance device that selects to boots from it to make updates.

• Test –read‑only version used for test purposes and only available to Test or Maintenance de‑
vices.

• Pending –read‑only version and not yet available for use by production devices. This field in‑
dicates that the scheduled release date and time have not been reached. Or, the version is not
yet available to all servers in the site. If the Boot production devices option is set to Newest
released, the default changes. After the release date and time is reached and all servers are
able to access this version, access changes to default. If the access display is blank, this version
is considered released to production. However, it is not the version currently selected as the
version fromwhich production devices boot.

• Default –read‑only version that is bootable by all device types. The latest released production
version ismarkedwith a green checkmark if theBoot production device fromversion is set to
Newest released. The status is set to default.

• Override –read‑only version that is bootable by all device types. If a specific version is selected
from the Boot production devices from the versionmenu, that version is marked with a green
checkmark. Access changes toOverride.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 341



Citrix Provisioning™ 1912 LTSR

• Newest released –read‑only version that is bootable by all devices. If a specific version is se‑
lected from the Boot production devices from the version menu, that version is marked with
a green checkmark. Access changes toOverride.

• Merging –amerge is occurring to this newversion. This version is unavailable to all device types
until the merge completes. After the merge completes, the status of the new version depends
on the Access mode selected on the Mode to set the vDisk to after automatic mergemenu.
Modes are production, maintenance, or test. This Farm Properties setting is available on the
vDisk Versions tab.

Device types

The device type is selected on the Target Device PropertiesGeneral tab, unless it is an update device,
which is created automatically along with the managed virtual disk.

Device types include:

• maintenance devices

Maintenance devices can access any available version of a virtual disk. A maintenance device’
s primary role is to manually update a virtual disk. To manually update a disk, you request
a new version from the virtual disk Versions dialog. This process creates a differencing disk
and places that newly created version in Maintenance Access mode. While in maintenance
mode, this version of the virtual disk is solely accessed by a single maintenance device, which
is the first maintenance device that accesses it. Using that device, the virtual disk is booted and
any updates that are made are captured in the new differencing disk version. After updates are
complete, the maintenance version can be promoted to Test mode or directly to production
mode.

Note:

InMaintenanceMode, a newversion can also be createdbymerging existing versions into
a new version or new base disk image.

• test devices

While in Testmode, the virtual disk version canonly be streamed to test ormaintenancedevices
towhich it is assigned. Streaming in thismode allows the new version to be tested before being
released into the production environment. And it permits production devices to continue to
stream from the previous version without interruption. If issues are found, this version can be
reverted into maintenance mode.

• production devices

After you successfully test the new version, it can be promoted to production mode and made
available to product, test, and maintenance devices to which it is assigned. If issues are found,
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this version can be reverted into either test or maintenance mode. This process only occurs
after booted devices accessing this version are shut down.

If a device is assigned a virtual disk, after the updated disk is tested you can change the device
to be a virtual disk production device. This cofiguration allows you to continue testing for com‑
patibility within your production environment.

– update devices

Update devices are used to update amanaged virtual disk, which is created automaticallywhen
running theManaged vDisk Setup Wizard. Only one updated device exists for each managed
virtual disk, and that disk and that updated device are given the same name. Formore informa‑
tion onmanaged virtual disks, see virtual disk Update Management.

Unassigning a virtual disk from target device

To unassign a virtual disk from a target device:

1. Select the virtual disk in the Citrix Provisioning™ console, then right‑click and select the Unas‑
sign from Selected Devices or Unassign from All Site Devicesmenu option.

2. If unassigning from select devices, in the Unassign from Devices dialog, select the devices to
unassign to this virtual disk, then click Unassign. If unassigning from all devices in a site, click
Yes on the confirmation dialog that appears.

3. After the target devices are successfully unassigned, close any open dialogs.

Note:

TheUnassign from All site Devices option only unassigns vDisks that are not personal vDisks.

Virtual disk versioning dialog

Virtual disk versioning ismanaged from thevDiskVersionsdialog. Toopen thedialog, right‑click on a
virtual disk in the console, then select the Versions…menu option. The following provides a general
description of the vDisk Versions dialog:

• Boot production devices from version

From the menu box, select the version to use when booting target devices in production. The
default is the newest version.

• Version and status

This column lists versions and the status of each version:
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– thewrench icon indicates that this version’saccessmode is set toMaintenancemode. Only
a single maintenance device can boot.

– the magnifying glass icon indicates that this version’s access mode is set to Test. Only a
test device can boot.

– the clock icon indicates that this version’s access mode is set to Pending. A version that
is Pending has been promoted to production but the release date and time have not yet
been reached.

– the green checkmark icon indicates that this version is the current production version
based on settings selected on the Boot production devices from versionmenu. All de‑
vice types can boot from virtual disk version that is in production.

– the red X icon indicates that this version is obsolete, no devices are currently booted from
it, and that this version can be deleted because amerged basewas created, which ismore
current.

• Created

Provides the date and the time that this version was created. Date format is
YYYY/MM/DD and time format is
HH:MM

• Released

Provides the date and time that this version is scheduled for release to production. The date
format is
YYYY/MM/DD and time format is
HH:MM

• Devices

The number of target devices streaming sessions for a given version.

• Access

Indicates target device access availability for a given version.

Maintenance read/write version that is available to the first maintenance device that selects to
boots from it.

Test read‑only version used for test purposes and only available to test ormaintenance devices.

Pending read‑only and not yet available for use because the scheduled release date and time
have not been reached.

Default read‑only version that is bootable by all devices. If the Boot production devices from
version is set toNewest released, the latest releasedproductionversion ismarkedwithagreen
checkmark. Access is set the Default.
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Override read‑only version that is bootable by all devices. If a specific version is selected from
the Boot production devices from versionmenu, the access changes toOverride.

Merging a merge is occurring to this new version. This version is unavailable until the merge
completes. After the merge completes, the status of the new version depends on the access
mode selected on the Mode to set the virtual disk to after automatic merge menu (Production,
Maintenance, or Test). The default Farm Properties setting is available on the vDisk Versions
tab. A wrench icon appears for the merging version.

Blank, indicates that this version was released to production.

• Type

Identifies how the virtual disk was created. The options include:

– Manual created using Maintenance mode.

– Automatic created automatically using an automated update.

– Merge Created by a partial merge operation.

– Merge Base Created by a base merge operation (no parent needed).

– Base The original base image.

• New

Creates a maintenance version.

• Promote

Opens a dialog that prompts to promote this version to Test or Production. If Production is
selected a release date and time can be set or the default (now) can be accepted.

• Revert

Reverting from Test version: if no maintenance access version exists, revert moves latest test
version into Maintenance.

Reverting from Production: any booted device is shut down before reverting. Clicking Revert
opens a dialog that allows the user to select to revert to test or maintenance.

• Delete

Clicking Delete opens a delete confirmation dialog. Click OK to delete the selected version.
Delete is only available if the latest version or obsolete version doesn’t have target devices cur‑
rently booted from it.

• Replication

Selecting a version, then clicking Replication opens the Disk Versioning Replication Status
dialog. This dialog displays the replication status of this version on each server:
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– Blue check next to the server name indicates that the version has been replicated on the
server.

– Orange triangle next to the server name indicates that the version has not yet been repli‑
cated or there is an issue. Placing the cursor over the triangle displays the related error
message.

To view the replication status of all versions of this virtual disk on each server, right‑click on the
virtual disk in the console, then select Replication Status from the context menu.

• Properties

Clicking the Properties button opens the vDisk Version Properties dialog, which allows you
to enter a description related to this version. It also displays availability of a selected version if
that version is set for release to production in the future. Or, if no device has booted from that
version.

• Text

The text box provides a description of the currently selected version.

Updating virtual disks

September 7, 2025

It is often necessary to update an existing virtual disk so that the image contains themost current soft‑
ware and patches. Each time the virtual disk is updated, a new version of that virtual disk is created.
This file is seen as a Hyper‑V Virtual Hard Drive, with the extension .vhdx. This new version is used
to capture the changes without updating the base virtual disk image.

Updating a virtual disk involves the following:

• Create a version of the virtual disk, manually or automatically.
• Boot the newly created version fromadevice (maintenance device or update device),make and
save any changes to the virtual disk, then shut down the device.

• Promote the new version to production.

The following illustrates the general promotion of a virtual disk update:
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The availability of the updated versiondepends on the current promotionof that version, for example,
maintenance, test, or production. It also depends on the type of device attempting to access it, for
example, maintenance device, update device, test device, or production device.

Update scenarios

The following virtual disk update scenarios are supported:

• ManualUpdate –Manually update a virtual disk by creating a version; use aMaintenancedevice
to capture updates to that version. On the vDisk Versions dialog, initiate a manual update
by clicking New. The Access column on the vDisk Versions dialog indicates that the newly
created version is in maintenance. A single maintenance device updates this version while in
maintenance mode. Multiple maintenance devices can be assigned to a virtual disk. However,
only one device can boot and access that version of the virtual disk at any given time. During
that time that maintenance device has exclusive read/write access.
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• Automated Update –Creating automated updates saves administration time and physical re‑
sources. Updates are initiated on‑demand or from a schedule and are configured using virtual
disk Update Management. If you are updating automatically, the Access column on the vDisk
Versionsdialog indicates that the newly created version is inmaintenance. The device towhich
it is assigned is updated while in maintenance mode, where only one update device exists per
virtual disk.

Note:

Virtual diskUpdateManagement is intended forusewith standard imagemodevDisksonly.
Private imagemode vDisks can be updated using normal software distribution tool proce‑
dures. Registering a virtual disk in private imagemode for updatemanagement, or switch‑
ing a virtual disk that is already registered, generates errors.

• Merge –Merging VHDX differencing disk files can save disk space and increase performance, de‑
pending on the merge option selected. A merge update is initiated manually by selecting the
Merge button on the vDisk Versions dialog, or automatically when the maximum virtual disk
versions count is reached.

VHDX chain of differencing disks

Versioning simplifies virtual disk update andmanagement tasks, providing amore flexible and robust
approach to managing vDisks.

A virtual disk consists of a VHDX base image file, any associated side‑car files, and if applicable, a
chain of referenced VHDX differencing disks. Differencing disks are created to capture the changes
made to the base disk image, leaving the original base disk unchanged. Each differencing disk that is
associated with a base disk represents a different version.

The following sections discuss the file naming convention used and the relationship between a base
disk and all versions referencing it.

VHDX chain

Note:

vDisk versionsare createdandmanagedusing thevDiskVersionsdialogandbyperforming com‑
mon virtual disk versioning tasks.

Each time a virtual disk is put into maintenance mode a new version of the VHDX differencing disk
is created. The file name is numerically incremented. The following table illustrates these chain se‑
quences:
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VHDX file name Properties file name Lock File file name

Base Image win7dev.vhdx win7dev.pvp win7dev.lok

Version 1 win7dev.1.avhdx win7dev.1.pvp win7dev.1.lok

Version 2 win7dev.2.avhdx win7dev.2.pvp win7dev.2.lok

Version 3 win7dev.3.avhdx win7dev.3.pvp win7dev.3.lok

Version 4 win7dev.4.vhdx win7dev.4.pvp win7dev.4.lok

Version N win7dev.N.vhdx win7dev.N.pvp win7dev.N.lok

For Version 4 and Version N merged base VHDX and AVHDX files are combined and use the VHDX ex‑
tension.

Manually updating a virtual disk image

Use the vDisk Versions dialog to create a version of the virtual disk’s base image.

Note:

To automate an update process, configure for virtual disk update management. See
Automating virtual disk Updates.

This procedure requires that:

• A maintenance device has been assigned to the virtual disk being updated.
• No version of this virtual disk is under maintenance.

Create a version

1. In the Citrix Provisioning™ console, right‑click on a virtual disk to version within a device col‑
lection or virtual disk pool, then select Versions from the context menu. The vDisk Versions
dialog appears.

Note:

Verify that the virtual disk is not in private imagemode.

2. Click New. The new version displays in the dialog. Access set tomaintenance and the update
type method set tomanual.
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3. Boot the virtual disk from a maintenance device, install or remove applications, add patches,
and complete any other necessary updates, then shut down the maintenance device. Option‑
ally, test that changes were made successfully.

Note:

When booting a test or maintenance device, use the boot menu to select from the virtual
disk, or version of that virtual disk, fromwhich to boot.

4. Select the virtual disk, then right‑click. Select the Promote… menu option from the context
menu that appears. For more details on promoting versions see Promoting Updated Versions.

5. Select to promote this maintenance version into test or directly into production. If Production
is selected, set the availability of this version in production to be either immediate or scheduled.

6. ClickOK to promote this version and endmaintenance.

Merging VHDX differencing disks

Merging VHDXdifferencing disk files can save disk space and increase performance, depending on the
merge method selected. Once a virtual disk reaches five versions, Citrix® recommends merging the
versions either to a new base image or to a consolidated differencing disk.

Merge methods include:

• Merging to a new base image
• Merging to a consolidated differencing disk

Note:

A merged virtual disk only occurs when a maintenance version is not defined, or when it is in
private imagemode. Amerged virtual disk starts from the top of the chain down to the base disk
image. A starting disk cannot be specified for the merged virtual disk.

Merging to a new base image

Fullymerging to a new base image combines a chain of differencing disks and base image disks into a
newsinglebasedisk,which represents thenext version in thechainwith the filenameextensionVHDX.
Thismethodallows for the fastest disk access to thebase image. Citrix recommends this processwhen
performance is more important than disk space. Consider that a new base disk is created for every
merge performed.
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Tip:

Aftermerging the base operation on a virtual disk utilizing the VHDX file format, themerged base
VHDX file is smaller than the original base VHDX file. This behavior occurs when files are deleted
in a particular virtual disk version. These files are no longer available in the merged base VHDX.
For more information, see the Citrix Knowledge Center.

Merging to a consolidated differencing disk

Apartialmerge combines a chainof VHDXdifferencingdisksup to, butnot including, thebasedisk into
a newdifferencing disk. Thenewdifferencingdisk has the sameparent base disk image. It is given the
extension avhdx. This method consumes less disk space than the full merge and the merge process
is quicker than performing a full merge.

Automatically consolidate differencing disks in the Farm Properties dialog’s vDisk Version tab. Se‑
lect a maximum virtual disk number, when that number is reached, a merge is automatically per‑
formed. The availability of that virtual disk depends on the mode selected on the tab, production,
maintenance, or test.

Note:

Citrix recommends consolidating a merged differencing disk when storage is limited or when
the bandwidth between remote locations is limited. These scenariosmake copying large images
impractical.

Merging differencing disks

1. Right‑click on a virtual disk in the Citrix Provisioning console, then select the Versions menu
option. The vDisk Versions dialog appears.

2. Click theMerge button. TheMerge dialog appears.
3. Select to performMerged Updates or aMerged Basemerge.

• To merge all differencing disks to a single differencing disk (not to the base disk image),
select theMerged Updates option.

• To merge all differencing disks into a new base disk, select theMerged Base option.

4. Select the access mode, production, maintenance, or test, for this version after themerge com‑
pletes. If an access mode is not selected, the virtual disk mode defaults to automatic range,
specified in the Farm Properties virtual disk Version tab.

5. ClickOK to begin the merge process.

The time it takes to complete the merge process varies based on the merge method selected and the
number of differencing disks to merge. After the merge successfully completes, the new version dis‑
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plays in the vDisk Versions dialog. If you selected a full merge, the Type column displays eitherMerge
Base, orMerge if a partial merge was selected.

Promoting updated versions

An updated version of the virtual disk is not available to production devices until it is promoted to
production. The update promotion stages include:

• maintenance
• test
• production

Each time a new version is created, the Access setting is automatically set toMaintenance, allowing
maintenance devices to make updates. After you finish update, this version can be promoted from
Maintenance to Test for read‑only. This permits testing by test devices, or promotion directly to pro‑
duction, for use by all target devices.

After you complete an update using the manual method, the new version can be promoted to test
or production from the virtual disk Version dialog’s Promote button. If you selected production, a
release date and time can be set, or accept the default, Immediate.

After you complete an update using the automated update method, the new version is promoted ac‑
cording to the Post Update setting. After completing the automatic update, promote the version us‑
ing the vDisk Versions dialog’s Promote button.

If issues exist in the new version, revert from test to maintenance, if no active sessions exist. You can
alternately revert fromproduction to either test ormaintenance. Shut downanybooteddevicebefore
reverting to another version.

In order for production devices to access the new version after it is promoted to production, the fol‑
lowing also applies:

• Access setting must be either Default orOverride.
• If the update was scheduled for release, the date and timemust be reached.
• The updated version must be available to all servers in the site.
• Boot production devices from a version set toNewest released on the vDisk Versions dialog.

Note:

When the Access field is blank, this version is considered released to production, however, it is
not the version fromwhich devices boot.
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Updating virtual disks on target devices

This article describes how to change a virtual disk on multiple target devices without having to man‑
ually reconfigure them. It provides some general information about the process, then sets out a step‑
by‑step procedure.

Setting virtual disk class and type properties

For an automatic update to take place, the class of the target device and virtual disk must match.
For a newer virtual disk to replace an older virtual disk within a target device, the virtual disk class
and type of both vDisks must match. Multiple, duplicate virtual disk instances can exist within your
implementation. vDisks can be assigned to one or more target devices. For example, for the Citrix
Provisioning server, Least Busy and First Available boot behaviors. Further qualify the old virtual
disk that replaced by the new virtual disk.

Tip:

Never assignmore than one virtual diskwith the same type from the sameprovisioning server to
the same target device. This process applies to environments using the Automatic Disk Image
Update feature.

Scheduling virtual disk updates

Use the Apply vDisk updates to schedule updates. These updates are applied when detected by the
server. You can alternately select Schedule the next vDisk update on the Auto Update tab of the
virtual disk. If you select Schedule the next vDisk update, you must specify the current date or a
later date. Failing to do so prevents an update to the virtual disk.

Timed update of vDisks

You can set a timer to update vDisks. The virtual disk are assigned to all the devices with a matching
class at a specified time, for example when devices are less active.

To set a timer, create aWindows timer on one of the servers fromeach site. This process calls the Pow‑
erShell Mcli-Run ApplyAutoUpdate command or the Mcli Run ApplyAutoUpdate com‑
mand. The command scans the site and updates all eligible virtual disks. The timer executes every
day. These updates are automatically made whenever you add new disk versions.
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Automatically adding a replacement virtual disk

To add a replacement virtual disk to a site automatically, place it in the store directory of the virtual
disk it replaces. When the update process is done, each store for the site is scanned for vDisks that are
not defined in the site. A virtual disk is automatically added to a site and assigned to a target device
with a matching class:

• if a virtual disk is found with the same Class and Type as an existing virtual disk in the store
directory.

• if a virtual disk is labeled as major or minor, and the build number is higher than the existing
virtual disk.

The replacement virtual disk must include all versions since and including the last merged base, or
if no merged base exists, the base. All the VHDX, AVHDX, and the PVP files for the included versions
must be in the store directory.

If the replacement virtual disk has multiple versions, the manifest (XML) file must be included with
the virtual disk. To create the manifest file, perform a virtual disk Export. To reduce the number of
delivered files, delete obsolete versions in the vDisk Versions dialog before performing exporting the
virtual disk.

Automatically update a virtual disk

1. For the original virtual disk, select theAutoUpdate tab, then set the following virtual disk prop‑
erties:

a. Enable automatic updates.

b. Run the ApplyAutoUpdate to determine if the update is immediately applied, or on a
scheduled date.

c. Enter a class and type for the virtual disk.

d. Enter a major, minor, and build number for the virtual disk.

Note:

The Serial Number field is set to a random Globally Unique Identifier (GUID) when the
virtual disk is created. It is for information only and you can edit it. It is not used for pro‑
cessing the automatic update.

2. For target devices using the updated virtual disk, select the General tab. In Target Devices
Properties set the Class equal to the value of the original virtual disk.

3. Ensure that the replacement virtual disk is in the same store as the original virtual disk.
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4. For the replacement disk, select the Auto Update tab, set the following virtual disk properties:

a. Only enable automatic updates if this virtual disk replaces another virtual disk.

b. If automatic updates are enabled, determine if the update is immediately applied. You can
alternately schedule when to check for updates by running ApplyAutoUpdate.

c. Enter the same class and type that you entered for the original virtual disk.

d. Enter a major, minor, and build number for the virtual disk that is higher than the original
virtual disk.

5. If the virtual disk update is required for other farm sites, deliver the replacement virtual disk
to them. Follow the information described in step 4. This updated virtual disk is required in
the same store as the original virtual disk of the other farm site. See ‘Automatically adding a
replacement virtual disk’earlier in this article.

6. Configure the update check. Updated vDisks contain a higher major, minor, and build number
that are eligible using one of the following ways:

• Right‑click on the virtual disk Pool, select theCheck for AutomaticUpdatesmenuoption,
then clickOK on the confirmation dialog.

Or

• Set a timer as described earlier in this article.

Automating virtual disk updates

Virtual disk update management is intended for use with Standard Image Mode vDisks only. Private
image mode vDisks are updated using normal software distribution tool procedures. Attempting to
register a private image mode virtual disk for virtual disk update management, or switching a virtual
disk that is already registered, causes errors. In the console, the vDisk Update Management feature
is used to configure the automation of virtual disk updates using virtual machines (VMs). Automated
virtual disk updates occur on a scheduled basis, or at any time that the administrator invokes the
update directly from the console. This feature supports updates detected and delivered from WSUS
and SCCM Electronic Software Delivery (ESD) servers.

When the Site node is expanded in the console tree, the virtual disk Update Management feature ap‑
pears. When expanded, the virtual disk UpdateManagement feature includes the followingmanaged
components:

• Hosts
• vDisks
• Tasks

Configuring a site for virtual disk Update Management requires the following:
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1. Designate a provisioning server within the site to process updates. See Enabling Automatic vir‑
tual disk Updates.

2. Configuring a virtual host pool for automated virtual disk updates. See Using the Virtual Host
ConnectionWizard. Note: Supportedhypervisor types include XenServer (formerly Citrix Hyper‑
visor), Microsoft SCVMM/Hyper‑V, and VMware vSphere/ESX.

3. Create and configure an ESD VM that used to update the virtual disk. See Creating and Configur‑
ing ESD Update VMs.

4. Configuring vDisks for automated updates. See theUsing theManaged virtual disk SetupWizard.
5. Creating and managing update tasks. See Using the Update Task Wizard. Note: The user that

configures virtual disk updatemanagement tasksmust have permissions to create,modify, and
delete Active Directory accounts.

6. Run the update task by right‑clicking on the task object in the console, and then selecting the
Run update now menu option. The update VM boots, install updates, and reboot as neces‑
sary. After the update task successfully completes, the virtual machine is automatically shut
down. The update status can be checked from the console tree under vDisk Update Manage‑
ment>vDisks>(vDisk name)> Completed Update Status. The status can also be checked us‑
ing the event viewer or in WSUS.

After configuring the site to use virtual disk update management, managed vDisks are updated using
the following methods:

• Scheduled –the imageupdate service automatically updates a virtual disk, ona scheduledbasis
as defined in the Update Task.

• User Invoked –select amanaged virtual disk from the Console’sRun update nowmenu option.
This option requires you tomanually start, then stop the Update Device after the update is com‑
plete.

Consider the following when automating virtual disk updates:

• The virtual disk update process starts either automatically (scheduled), or when an administra‑
tor right‑clicks on amanaged virtual disk, then selects the Run update nowmenu option.

• Citrix Provisioning creates a version (VHDX) and places that version inmaintenancemode (read‑
/write).

• The virtual machine boots the assigned virtual disk. If Scheduled update is configured, virtual
disk update management performs the boot automatically. For a User invoked update, the
administrator invokes the update.

• All updates are automatically made and captured in the new version of the VHDX file.
• After you update the virtual disk, the virtual machine is shut down automatically.
• The virtual disk is promoted frommaintenance to either test or production. The availability of
the new virtual disk version depends on the access mode that was selected when the Update
TaskWizardwas run. Or, when themode is selected on theUpdate Task Properties’Finish tab
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(maintenance, test, or production). After this version is made available in production, target
devices will be able to access it the next time they boot that virtual disk.

Enabling automatic virtual disk updates

To enable automatic virtual disk updates:

1. Right‑click on the Site in the console, then select the Propertiesmenu option. The Site Prop‑
erties dialog appears.

2. On the vDisk Update tab, check the box next to Enable automatic vDisk updates on this site.
3. Select the server to run virtual disk updates for this site, then clickOK.

Managed vDisks can now be automatically updated on this site. Next, virtual host connections must
be configured to allow for automatic updates to be made. See Configuring Virtual Host Connections
for Automated virtual disk Updates.

Configuring virtual host connections for Automated virtual disk updates

Whenyouusevirtual diskupdatemanagement, adesignatedhypervisor server is selected fromwithin
a virtual pool that is then used to communicate with Citrix Provisioning. Create the designated hyper‑
visor by running the Virtual Host Connection Wizard. If you are running a vCenter server on alternate
ports, the following registry modifications must be made to connect to it from Citrix Provisioning:

• Create a registry key named PlatformEsx underHKLM\Software\Citrix\Citrix Provisioning
• Create a string value in the PlatformEsx key named ServerConnectionString and set it
to http://{ 0 } :PORT#/sdk. If you are using port 300, ServerConnectionString= http
://{ 0 } :300/sdk.

To configure virtual host connections:

1. Under the vDisk Update Management node in the Citrix Provisioning console, right‑click on
Hosts, then select the Add host… option. The Virtual Host ConnectionWizard appears.

2. ClickNext to begin. TheHypervisor page appears.
3. Click the radio button next to the type of hypervisor used by this pool, then clickNext. Options

include Citrix XenServer Microsoft, SCVMM/Hyper‑V, or vSphere/ESX. The Name/Description
page appears.

4. Enter the name, and optionally a description, for the Virtual Host Connection then clickNext.
5. Enter the host nameor the IP address of the server to contact. If an ESXhypervisorwas selected,

optionally specify the data center to use when connecting to the host. Note: It can take several
minutes before a hostname/IP address can be reentered, if that hostname/IP was previously
entered and then deleted.
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6. ClickNext. The Credentials page appears.
7. Enter the appropriate credentials required to connect to this host, then click Next. Specify the

following: User name –the account name with appropriate permissions to access the virtual
host pool server. Password –password used with this account name. The password must be a
maximum of 32 characters. The Confirmation page appears.

8. Review the settings to ensure accuracy, then click Finish. Virtual Host Pool properties can be
viewed or modified on the Virtual Host Connection Properties dialog.

General tab

Field Description

Type The type of virtual host connection that was
selected when the Virtual Host Connection
Wizard was run. This field cannot be modified.

Name The name to use when referencing this virtual
host connection by Citrix Provisioning.

Description A brief description of this virtual host
connection.

Host The host name or IP address of the virtual host
connection server used by Citrix Provisioning. To
use a different port for the ESX server
connection, in the server address field, enter the
full connection string and include the correct
port number. The format for the connection
string is http://server_name:port/sdk.
Note: If you are running a vCenter server on
alternate ports, the following registry
modifications must be made to connect to it
from Citrix Provisioning: Create a new key
HKLM\Software\Citrix\
CitrixProvisioning\PlatformEsx. Or,
create a string in the PlatformEsx key named
ServerConnectionString and set it to
http://{ 0 } :PORT#/sdk. If you are
using port 300, ServerConnectionString=
http://{ 0 } :300/sdk.
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Field Description

Data center Optional. If an ESX hypervisor was selected,
optionally specify the data center to use when
connecting to the host.

Credentials tab

Field Description

Update limit The account user name required to connect to
the virtual host server.

Password The account password that is associated with
the user name. The passwordmust be a
maximum of 32 characters.

Verify Connection Button Click this button to verify that the user name and
password entered are valid and allow
communications to the virtual host pool server.

Advanced tab

Field Description

Update limit Controls the number of virtual machines that
can concurrently process updates. Any
additional updates are queued and start as
virtual machines complete processing.

Update timeout Themaximum amount of time allowed to
perform an update to an image. If the update
has not completed before the timeout period,
the update is canceled.

Shutdown timeout Themaximum amount of time to wait for the
virtual machine to shut down. If the virtual
machine has not shut‑down before the time‑out
period, the virtual machine forces a shutdown by
the server.

Port Sets the IP port number. This field is not
available with VMware vSphere/ESX.
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Retiring or deleting virtual disks

September 7, 2025

A virtual disk that is no longer needed can be retired by deleting it. All VHDX differencing disk files,
properties files, lock files, and the difference cache are also deleted.

Note:

You cannot delete a virtual disk if one or more target devices are currently assigned to it. Unas‑
sign all target devices from the virtual disk, before attempting to delete it. When deleting a disk,
a confirmation dialog appears indicating that you are removing the virtual disk reference files in
addition to the assigned device.

To delete a virtual disk

1. In theCitrix Provisioning™console, expandvDiskPool in the tree, thenhighlight the virtual disk
that you want to delete in the details pane.

2. Right‑click on the virtual disk, then select Delete. The Delete vDisks dialog appears.
3. To delete the virtual disk from the hard drive, select the check box for deleting the virtual disk

from the hard drive option. Or, do not select the check box to delete the virtual disk from the
store and database. The disk image file is permanently deleted unless a backup copy is made
before deleting it from the store.

4. Click Yes. The virtual disk is deleted.

Troubleshooting vDisks

July 8, 2022

vDisk not booting after promotion

PVS vDisk promotion is an explicit action you can perform as an IT administrator if you need to add
updates or patches. This process starts inMaintenancemode. You can move (or promote) this new
version to a Test or Production environment. In Production, all targets have access to this new PVS
vDisk version for use during the next PVS vDisk boot.

There are three ways to promote PVS vDisks:

• Maintenance (read/write mode) to Test (read‑only mode)
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• Maintenance (read/write mode) to Production (read‑only mode)
• Test to Production (read/write modes not applicable)

VHD‑formatted PVS vDisks can become unbootable after promotion.

The content below provides troubleshooting steps you must perform if the PVS vDisk does not boot
after promotion.

1. Create a problem report using the PVS console. You can save the report as a local .zip file.
2. Review the problem report with Support. Examining log messages is a critical step, enabling

you to analyze and debug all events leading up to the boot failure.
3. Ensure you understand the PVS vDisk promotion process. If Clean Cache Secrets or KMS Li‑

censing is enabled, the Provisioning server mounts the PVS vDisk locally to perform certain
actions.

If the PVS vDisk uses a VHD format and does not boot after promotion, disable cache secret cleanup
and KMS licensing support as follows:

1. Open the vDisk Properties window and, from the General tab, select the Cached secrets
cleanup disabled checkbox. Alternatively, clearing the Cached secrets cleanup disabled
checkbox enables the cleaning of cached secrets.

2. Select theMicrosoft Volume Licensing tab and setKMS toNone. You can select KMS licensing
during PVS vDisk creation. You also can modify KMS licensing for an existing PVS vDisk version.
The General and Microsoft Volume Licensing tabs allow you to make settings changes that
can lead to PVS vDisk boot issues. For example, settingKMS toNone canprevent the PVS server
frommodifying the PVS vDisk.

Collectively, the General and Microsoft Volume Licensing tabs allow you to modify settings
that –contingent upon your selections –can trigger the inability of VHD‑formatted PVS vDisks to
boot after promotion.
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3. Create a new version of the PVS vDisk and promote to Test or Production. Next, you must de‑
termine if the targets now use this PVS vDisk boot appropriately. To clarify, if you make these
changes and the resulting PVS vDisk DOES boot, you have confirmed that you are encountering
the bug associated with VHD‑formatted PVS vDisks.

4. To resolve boot failure after PVS vDisk promotion, convert your VHD‑based PVS vDisk to a .vhdx
PVS vDisk format. For more information, see the Support Knowledge Center.

Views

September 7, 2025

TheCitrix Provisioning™console viewprovides amethod that allows you toquicklymanageagroupof
devices. Views are typically created according to business needs. For example, a view can represent
a physical location, such as a building or user type. Unlike device collections, a target device can be a
member of any number of views.
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Farm administrators create andmanage views in the console tree’s Farm > Views folder. Farm views
include any target device that exists in this farm. Site administrators can create andmanage views in
the console tree’s Farm > Sites > YourSite > Views folder. Site views can only include target devices
that exist within that site, YourSite.

View properties

To display or edit the properties of an existing view, right‑click on the view in the console, then select
the Propertiesmenu option. The View Properties dialog displays.

View properties are described in the tables that follow.

General tab

Field Description

Name The name given to this view.

Description Describes the purpose of this view.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 364



Citrix Provisioning™ 1912 LTSR

Members tab

Field Description

Member of this view Lists target device members that belong to this
view.

Add Opens the Select Devices dialog, fromwhich
target devices to add to this view are selected.

Remove Removes highlighted target devices from this
view.

Remove all Removes all target devices from this view.

Managing views in the Citrix Provisioning console

Use the information in this section to manage views.

Creating a view

1. In the console, right‑click on the Views folder where the new view exists, then select theCreate
viewmenu option. The View Properties dialog appears.

2. On the General tab, type a name for this new view in the Name text box. Optionally include a
description, then click theMembers tab.

3. Click the Add button to add new target devicemembers to this view. The Select Devices dialog
appears.

4. From the menus, select the site, then the device collection that you want to add target devices
from. All members of that device collection appear in the list of available target devices.

5. Highlight one of more target devices in this collection, then click Add to add them to the new
view. To addmore target devices from other device collections, repeat steps 4 and 5.

6. ClickOK to close the dialog. All selected target devices now display on theMembers tab.

Pasting device properties

To copy and paste device properties to members in a view:

1. In the console details pane, right‑click on the target device that you want to copy properties
from, then select Copy device properties. The Copy Device Properties dialog appears.

2. Select the check box next to the properties that you want to copy, then click Copy. The proper‑
ties are copied to the clipboard and the dialog closes.
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3. Right‑click on the view containing the target devices that inherit the copied properties, then
select the Paste device propertiesmenu option. The Paste Device Properties dialog appears
to display the name and properties of the target device that were copied.

4. Under the Paste to table heading, highlight the target devices that inherit these properties,
then click Paste.

5. Click Close.

Deleting a view

If a view becomes obsolete, you can delete the view. Deleting a view does not delete the target device
from the collection.

1. In the console’s tree, right‑click on the view folder that you want to delete, then select the
Deletemenu option. A confirmation message appears.

2. ClickOK to delete this view. The view no longer displays in the console tree.

Refreshing a view

After modifying a view, refresh the view before those changes appear in the console. To refresh the
view, right‑click on the view in the tree, then select the Refreshmenu option.

Booting devices within a view

1. Right‑click on the view in the console tree, then select the Boot devicesmenu option. The Tar‑
get Device Control dialog displays with the Boot devicesmenu option selected in the Settings
menu. By default, all devices are highlighted in the Device table.

2. Click the Boot devices button to boot target devices. The Status column displays the Boot
Signal status until the target device boots. As each target device successfully boots, the status
changes to Success.

Restarting devices within a view

1. Right‑click on the view in the console tree, then select the Restart devices menu option. The
Target Device Control dialog displays with the Restart devices menu option selected in the
Settingsmenu. By default, all devices are highlighted in the Device table.

2. Type the number of seconds to wait before restarting target devices in the Delay text box.
3. Type a message to display on target devices in theMessage text box.
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4. Click the Restart devices button to restart target devices. The Status column displays the
Restart Signal statusuntil the target device restarts. As each target device successfully restarts,
the status changes to Success.

Shut down devices within a view

1. Right‑click on the view in the console tree, then select theShutdowndevicesmenuoption. The
TargetDeviceControldialog displayswith theShutdowndevicesmenuoption selected in the
Settingsmenu. By default, all devices are highlighted in the Device table.

2. Type the number of seconds to wait before shutting down target devices in the Delay text box.
3. Type a message to display on target devices in theMessage text box.
4. Click the Shutdown devices button to shut down target devices. The Status column displays

the Shutdown Signal status until the target device shuts down. As each target device success‑
fully shuts down, the status changes to Success.

Sendingmessages to target devices within a view

To send amessage to target devices members within a view

1. Right‑click on the view in the console tree, then select the Send message menu option. The
Target Device Control dialog displays with the Message to devices menu option selected in
the Settingsmenu. By default, all devices are highlighted in the Device table.

2. Type a message to display on target devices in theMessage text box.
3. Click the Send message button. The Status column displays the Message Signal status until

target devices receive the message. As each target device successfully receives the message,
the status changes to Success.

Administrative roles

September 7, 2025

The administrative role assigned to a group of users controls viewing and managing objects within a
Citrix Provisioning™ server implementation. Citrix Provisioning uses groups that exist within the net‑
work,Windows, or ActiveDirectory Groups. Allmemberswithin a grouphave the sameadministrative
privileges within a farm. An administrator hasmultiple roles if they belong tomore than one group.

The following administrative roles can be assigned to a group:

• Farm administrator
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• Site administrator
• Device administrator
• Device operator

After a group is assigned an administrative role using the Citrix Provisioning console, certain require‑
ments are required. If a member of that group attempts to connect to a different farm, a dialog dis‑
plays requesting that you identify a provisioning server within that farm. Use either the Windows
credentials you are currently logged inwith, the default setting, or enter your Active Directory creden‑
tials. Citrix Provisioning does not support using both domain and workgroups simultaneously.

The role associated with the group determines your administrative privileges within this farm. Group
role assignments can vary from farm to farm.

Managing farm administrators

Farmadministrators view andmanage all objectswithin a farm, and also create sites andmanage role
memberships throughout the entire farm. In the Citrix Provisioning console, administrators perform
farm‑level tasks.

When the farm is first configured using the Configuration Wizard, the administrator that creates the
farm is automatically assigned the Farm Administrator role. While configuring the farm, that admin‑
istrator selects the option to use eitherWindows or Active Directory credentials for user authorization
within the farm. After an administrator runs the Configuration Wizard, more groups can be assigned
the farm administrator role in the console.

© 1997–2025 Citrix Systems, Inc. All rights reserved. 368



Citrix Provisioning™ 1912 LTSR

To assignmore farm administrators

1. In the console, right‑click on the farm to which the administrator role is assigned, then select
Properties. The Farm Properties dialog appears.

2. On theGroups tab, highlight all the groups assigned administrative roles in this farm, then click
Add.

3. On the Security tab, highlight all groups to which the farm administrator role is assigned, then
click Add.

4. ClickOK to close the dialog box.

Note:

The authorization method displays to indicate if Windows or Active Directory credentials are
used for user authorization in this farm.

Managing site administrators

Site administrators have full management access to all the objects within a site. For example, the site
administratormanagesprovisioning servers, site properties, target devices, device collections, virtual
disk assignments pools.

If a farm administrator assigns a site as the owner of a particular store, the site administrator can
also manage that store. Managing a store includes adding and removing virtual disks from shared
storage or assigning provisioning servers to the store. The site administrator can also manage device
administrator and device operator memberships.

To assign the site administrator role to one ormore groups and its members

1. In the console, right‑click on the site for which the administrator role is assigned, then select
Properties. The Site Properties dialog appears.

2. Click the Security tab, then click the Add button. The Add Security Group dialog appears.
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3. From themenu, select each group to associate with the site administrator role, then clickOK.
4. Optionally, repeat steps 2 and 3 to continue assigning more site administrators.
5. ClickOK to close the dialog.

Managing device administrators

Device administrators manage device collections to which they have privileges. Management tasks
include assigning and removing a virtual disk from a device, editing device properties and viewing
read‑only virtual disk properties. Device collections consist of a logical grouping of devices. For ex‑
ample, a device collection might represent a physical location, a subnet range, or a logical grouping
of target devices. A target device can only be a member of one device collection.

To assign the device administrator role to one ormore groups and its members

1. In the console, expand the site where the device collection exists, then expand the Device Col‑
lections folder.

2. Right‑click on the device collection that you want to add device administrators to, then select
Properties. The Device Collection Properties dialog appears.

3. On the Security tab, under the Groups with Device Administrator access list, click Add. The
Add Security Group dialog appears.

4. To assign a group with the device administrator role, select each system group that requires
device administrator privileges, then clickOK.

5. ClickOK to close the dialog box.

Managing device operators

Adeviceoperatorhasadministratorprivileges toperformthe following taskswithinadevicecollection
for which they have privileges:

• Boot and reboot a target device
• Shut down a target device

To assign the device operator role to one ormore groups

1. In the console, expand the site where the device collection exists, then expand the Device Col‑
lections folder.

2. Right‑click on the device collection that you want to add device operators to, then select Prop‑
erties. The Device Collection Properties dialog appears.
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3. On the Security tab, under the Groups with Device Operator access list, click Add. The Add
Security Group dialog appears.

4. To assign a group the Device Operator role, select each system group that requires device op‑
erator privileges, then clickOK.

5. ClickOK to close the dialog box.

Modifying the search approach for AD environments

For some AD environments containing configurations with complex nested groups and domains with
many trust associations, the default method might be unable to find the user’s expected administra‑
tivememberships. To resolve such scenarios, use a registry setting to change the search approach:

1. In the registry setting, locateHKEY_LOCAL_MACHINE\SOFTWARE\Citrix\ProvisioningServices
.

2. Create a DWORD named “DomainSelectOption”.
3. In theDomainSelectOption DWORD, set one of the following values (in decimal format) for

the desired search approach:

• 0 –The default search. This method searches the user’s domain followed by administrative
group domains.

• 1 –Search in the user’s domain and in the administrative group domain, followed by other
trusted domains within a user’s domain.

• 2 –Obsolete.
• 3 –Search in the user’s domain followed by administrative group domains. The groups that are
discovered are further enumerated over the parent’s domain.

• 4 –Search the user’s domain and in the administrative group domain, followed by other trusted
domains within a user’s domain. The groups that are discovered are further enumerated over
the parent’s domain.

• 5 ‑ Search the user’s group membership from token groups in the user’s domain and in the
administrative group domain.

• 6 ‑ Search the user’s group membership from token groups in the user’s domain and in the
administrative group domain, followed by other trusted domains within a user’s domain.

• 7 ‑ Search the user’s groupmembership directly from authorization groups.
• 8 ‑ Search the user’s groupmembership directly as “Member Of”groups.

Advanced concepts

September 7, 2025
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These articles offer a deeper dive into the Citrix Provisioning™ product documentation. Use the infor‑
mation in these articles to reduce deployment time through expert techniques. The articles cite the
technical expert or experts who have authored the content.

Enable SQL Server Always Onmulti‑subnet failover

September 7, 2025

Citrix Provisioning™ supports SQL Server Always On failover inmulti‑subnet environments. The Citrix
Provisioning server requires the SQL server native client. This requirement ensures that database
access occurs via the ODBC port.

Ensure that the provisioning server is connecting to an Always On availability group listener contain‑
ing the Failover Cluster Instance when enabling MultiSubnetFailover.

Tip:

The SQL server native client is part of the Citrix Provisioning installer. No additional installation
procedures are necessary to use this functionality.

Enable always on failover using the Enable MultiSubnetFailover for SQL field on the Database
Server page in the Citrix Provisioning Configuration Wizard. To avoid potential configuration
conflicts with other Citrix Virtual Apps and Desktops™ components, use only the configurationwizard
to enable this feature.

Note:

For more information, see SQL Always On for SQL Server 2012, 2014, 2016 and 2017.

To enable SQL server always on inmulti‑subnet environments

1. After launching the Citrix Provisioning Configuration Wizard, access the Database Server
screen.

2. In the Database Server screen:

• Specify the Always On availability group listener in the Server name field.
• Specify the Instance name.
• Optionally specify the TCP port number.

3. Select the Enable MultiSubnetFailover for SQL Server Always On check box.
4. ClickNext to continue with the configuration wizard.
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SQL basic availability groups

May 11, 2020

A basic availability group supports a failover environment containing a single database. SQL basic
availability groups are configured the same way as SQL Always‑On High Availability groups, with the
following differences:

• Limit of two replicas (primary and secondary).
• No read access on secondary replica.
• No backups on secondary replica.
• No integrity checks on secondary replicas.
• Support for one availability database.
• Basic availability groups cannot be upgraded to advanced availability groups. The group must
be dropped and readded to a group that contains servers running only SQL Server 2016 Enter‑
prise Edition.

• Basic availability groups are only supported for Standard Edition servers.
• Basic availability groups cannot be part of a distributed availability group.

Tip:

For multi‑subnet environments, see Enable SQL Always Onmulti‑subnet failover.
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Storagemigration within the same host

September 7, 2025

Citrix Provisioning™ improves storage migration within the same host by updating how Citrix Studio
integrates OS storage within a VM. To use this functionality:

1. In Citrix Studio, set the delivery group, containingmembers the desired target devices, tomain‑
tenancemode.

2. Shut down all provisioned target devices.
3. Go to Configuration > Hosting and select the Host resource that you want to change. In Ac‑

tions portion of the screen, click Edit Storage.
4. In OS and temporary storages, clear the old storage. Changing the storage places the storage

intoSuperseded status. ClickRemove… to permanently remove it. Select the new storage you
are going to use.

1. Go to the hypervisor andmigrate the VMs to the new storage. Some hypervisors (ESX and VMM)
have meta data for VMs. Move them also.

2. Disable maintenance mode on the delivery group.
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3. Boot all the provisioned target devices.

Managing for highly available implementations

September 7, 2025

Establishing ahighly available network involves identifying critical components, creating redundancy
for these components, and ensuring automatic failover to the secondary component if the active com‑
ponent fails. Critical components include:

• Database
• Provisioning servers
• vDisks and storage

Citrix Provisioning™ provides several options to consider when configuring for a highly available im‑
plementation, including:

• Database

– Offline database support, which allows Citrix Provisioning servers to use a snapshot of the
database if the connection to the database is lost.

– Database mirroring.

• Citrix Provisioning servers

– Provisioning server failover. If a server becomes unavailable, another server within the
site can provide active target devices with the virtual disk.

– Managing servers. You can loadbalancebetweenprovisioning servers toprevent overload
and to allow server capacity to be usedmore effectively and efficiently.

• vDisks and Storage

– Configuring highly available shared storage

Offline database support

September 7, 2025

When offline database support is enabled on the farm, a snapshot of the database is created and ini‑
tialized at server startup. The Stream Process continually updates the snapshot.
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When the database becomes unavailable, the Stream Process uses the snapshot to get information
about the Citrix Provisioning™ server and the target devices available to the server. This process al‑
lows servers and target devices to remain operational. However, when the database is offline, man‑
agement functions and the console become unavailable.

Tip:

The snapshot for offline database support is in memory.

When the database connection becomes available, the Stream Process synchronizes any server or
target device status changes made to the snapshot, back to the database.

Considerations

These features, options, andprocesses remainunavailablewhen thedatabaseconnection is lost, even
if theOffline Database Support option is enabled:

• AutoAdd target devices
• Virtual disk updates
• Virtual disk creation
• Active Directory password changes
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• Stream Process startup
• Image Update service
• Management functions: PowerShell, MCLI, SoapServer, and the Console

Enabling offline database Support

1. In the Citrix Provisioning console tree, right‑click on the Farm, then select Properties. The
Farm Properties dialog appears.

2. On theOptions tab, select theOffline Database Support check box.
3. Restart Stream services.

Databasemirroring

September 7, 2025

If youmirror aMicrosoft SQL database and the primary version becomes unavailable, Citrix Provision‑
ing™ supports the mirrored version, resulting in improved overall availability.

Database mirroring can be implemented in a new or existing farm and requires the following high‑
level tasks:

• Creating the Citrix Provisioning MS SQL primary database (created when running the Installa‑
tion Wizard on the server)

Note:

For database mirroring to function, the recovery model must be set to Full.

• Identifying the primary database server and instance (identified when running the Configura‑
tion Wizard)

• Identifying an existing MS SQL failover database server (identified, not created, when running
the Configuration Wizard)

• Configuringmirroring between the primary and failover database servers (configured using MS
SQL database server tools)

Citrix recommends that you start the failover server before enabling database mirroring in the farm.
For information, see Windows Server Failover Clustering with SQL Server.

Tip:
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Use the information in this article configure database mirroring using the configuration wizard.

Run the Configuration Wizard to specify the new failover server so that the status of the Citrix Provi‑
sioning farm correctly reports the new settings. After rerunning the wizard, some services, including
the stream service, restart so that the farm has the new failover server settings.

Enablingmirroring when configuring a New Farm

1. Start the Configuration Wizard on a server that resides in the new farm.
2. While running thewizard, when the FarmConfiguration page displays, select the Create Farm

radio button to create a farm, then clickNext.
3. Type or use the Browse button to identify the primary database server and instance names.

Optionally, enter a TCP port number to communicate with this database server.
4. Enable the Specify databasemirror failover partner option.
5. Type or use theBrowse button to identify the failover database server and instance names. Op‑

tionally, enter a TCP port number for communication with this server.
6. ClickNext. If the failover databasewas previously configured and is running, Citrix Provisioning

connects to it. If the failover database server has not been created or is not running, an error
message displays, indicating a failure to connect. In this case, when prompted, click Yes to
continue (the failover database can be created and configured after the new farm is created).

7. On the New Farm page, enter a name for the new database on the primary database server,
then complete any additional requested information.

8. ClickNext.
9. Complete the remaining wizard pages.

Enablingmirroring within an existing Farm

To enable mirroring within an existing farm:

1. Confirm that the primary and failover database servers are up and running.
2. Using MS SQL server tools, mirror the Citrix Provisioning database to a database on the failover

database server.
3. Run the Configuration Wizard on each server.
4. Identify the farm by choosing either the Farm is already configured or the Join existing farm

option on the Farm Configuration page.
5. On the Database Server page, select the primary and failover database servers and instance

names, then enable the database mirror failover feature.
6. Complete the remaining wizard pages.
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SQL Always On for SQL Server 2012, 2014, 2016 and 2017

September 7, 2025

Citrix Provisioning™ supports the SQL AlwaysOnhigh availability and disaster recovery solution. Con‑
sider the following:

• The SQL 2012 native client is required. This client is an optional prerequisite in the Citrix Provi‑
sioning server install process.

• Citrix Provisioning is only aware of and interactswith AlwaysOn through the listener DNS name.
• The database must be part of the pre‑made high availability group.
• The listener DNS name and high availability group are part of the procedures to create SQL Al‑
ways On.

• The soap/streamservices usermust bemanually configured to have full permission to eachSQL
server part of the Always On configuration.

• Citrix Provisioning is not aware of the individual SQL server/cluster behind SQL Always On.

Note:

See Supported Databases for XenApp and XenDesktop Components in the Knowledge Center for
additional information about supported databases and clients.

Provisioning server failover

September 7, 2025

All Citrix Provisioning™ servers within a site that can access a virtual disk provide the disk to target
devices. On shared storage, multiple servers access the same physical files, allowing a target device
to establish a connection on an alternate server.

This failover permits a connection to the active server if the connection is interrupted for any reason.
When failover occurs, a target device does not experience any disruption in service or loss of data.

Note:

If a server failover occurs, only those servers with access to an identical replicated virtual disk
provide that virtual disk to target devices. For example, if a virtual disk is replicated across three
servers andoneof the them isupdated, that virtual disk is no longer identical. It is not considered
if a server failover occurs. Even if the same exact update is made to two of the virtual disks, the
timestamps on each differ, resulting in disks that are no longer identical.
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Citrix Provisioningdoesnot support virtual diskhighavailability on local storage inPrivate Image
mode or vDisks that are currently in maintenance mode.

If load balancing is enabled and a server providing that virtual disk fails, the load is automatically
balanced between the target device and the remaining servers. When load balancing is not enabled,
a single server is assigned, providing the virtual disk to target devices. In such situations failover does
not occur.

For information on automatically balancing the target device load between servers, see
Managing Servers.

The server accessedby the targetdevicedoesnotnecessarily become theone that accesses the virtual
disk. Once connected, if one or more servers can access the virtual disk for this target device, the
server that is least busy is selected.

To force all target devices to connect to adifferent server, stop theStreamServiceon that server. Upon
shutdown, the Stream Service notifies each target device to relogin to another server.

Testing target device failover

To ensure that devices can failover successfully, complete the following:
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1. Double‑click the vDisk status icon on the target device; note the IP address of the connected
Citrix Provisioning server.

2. Right‑click the connected server in the Citrix Provisioning console. Select Stream Services,
then click Stop.

3. Confirm that the IP address of the connected server changes to that of an alternate server in the
virtual disk status dialog.

Configuring for high availability with shared storage

September 7, 2025

Citrix Provisioning™ servers are configured to access your shared‑storage location, and supports vari‑
ous shared‑storage configurations. The configuration steps for highly available storage in the network
vary depending on shared‑storage configurations.

Windows shared‑storage configuration

When using a Windows shared storage location, service account credentials (user account name
and password) must be a domain account that is configured on each Citrix Provisioning server. This
method is used to access the Stream Service and the shared storage system.

Creating stream service account credentials on the domain controller

Thestreamservice runsunder theuseraccount. When thestreamserviceaccessesavirtualdisk stored
locally on the server, the local user rights provide full access. However, when the database or virtual
disk is ona remote storagedevice, the streaming servermust use adomainaccountwith rights toboth
the provisioning server and the remote storage location. An administrator must assign full control
rights to the stream service account in order for it to read and write to the remote storage location.

An administrator creates service account credentials in Active Directory and assigns the credentials to
the stream service on all Citrix Provisioning servers that participate in high availability. Alternatively,
an existing domain user account can be given full control rights to the network share and be assigned
to the Stream Service.

Consider the following when creating service account credentials:

• You must be logged on as an administrator or a member of the Administrator group to create a
domain account.

• Clear the User must change password at next logon check box.
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Assigning stream service account credentials manually

When running the Configuration Wizard on a provisioning server, you are prompted to enter an ac‑
count name and password for the Stream Service to use. This account must have access permissions
for any stores it is given access to, in addition to permissions in SQL Server for database access. If
necessary, credentials can be assignedmanually.

To assign the Service account credentials to the Stream Service:

1. Open theWindows Control Panel.
2. Go to Administrative Tools > Services.
3. Double‑click on the first Citrix Provisioning Stream Service name in the Services list.
4. On the Log On tab, select This Account, then click Browse.
5. Click Locations, select the domain node, then clickOK.
6. Type the name of the Stream Service user account, then click Check Names.
7. ClickOK to close the Select User dialog.
8. On the Log On tab, enter and confirm the Stream Service account password, then clickOK.
9. After assigning theService account credentials to theStreamService, restart the StreamService.

Configuring storage access

The stores that contain the vDisks must be shared, and the Service account credentials need to have
access to remote storage for vDisks, with the appropriate permissions.

To share your virtual disk’s stores folders, and grant access permissions to your Service account cre‑
dentials:

1. In Windows Explorer, right‑click on the folder that contains the database and virtual disk fold‑
ers. For example, if the database and virtual disk files are stored in the default C:\Program
Files\Citrix\Provisioning Services folder, right‑click on that folder.

2. Select Sharing and Security from the shortcut menu.
3. Enable the Share this folder radio button, then optionally enter a share name, and comment.
4. Click Permissions.
5. If the Service account credentials user name does not appear in the Group or user names list,

click Add. Enter the user name of the Service account credentials, and click Check Names to
verify.

6. ClickOK.
7. Select the service account credentials user name.
8. Enable the Full Control check box (the Full Control check box and all additional check boxes

are selected).
9. Click Apply.

10. Select the Security tab.
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11. If the Service account credentials user name does not appear in the Group or user names list,
click Add. Enter the user name of the Service account credentials, then click Check Names to
verify.

12. ClickOK.
13. Select the Service account credentials as the user name.
14. Enable the Full Control check box, then click Apply.
15. ClickOK.

SAN configuration

If you are storing the database and vDisks on a SAN, use local system accounts for the Stream Service.
Unlike aWindows network share, creating special Service Account Credentials to guarantee access to
your data is not necessary to guarantee access to your data.

Usually, a SAN configuration allows setting up as if the database and vDisks were stored locally on the
Citrix Provisioning server.

Configuring the boot file for high availability

September 7, 2025

A Citrix Provisioning™ server can be selected as one of the servers used to connect target devices dur‑
ing the boot process. For a configuration to be highly available, at least two login servers must be
listed in the boot file (maximum of four servers).

The target device boot file contains the IP addresses of up to four login servers, in addition to other
configuration information. The boot file lists the servers that a target device can contact to get access
to the Citrix Provisioning farm. The server that is contacted hands the target device off to a different
server that is able to provide the target device with its virtual disk.

Note:

A shared storage system ensures the availability of the Citrix Provisioning server vDisks. Depend‑
ing on the type of shared storage, the vDisks use either the Universal Naming Convention (UNC)
or the usual DOS naming convention.

Adding Citrix Provisioning servers to the boot file

Add servers to the boot file to provide a target device with the information necessary to contact the
Stream Service.
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When configuring a server, the wizard allows you to select the server for TFTP services. There is one
TFTP server per farm. If target devices are on multiple network segments, and each segment is con‑
figured as an independent site, then one TFTP server per site (network segment) is used.

Citrix Provisioning servers can also be configured as login servers in the Citrix Provisioning console
using the Configure Bootstrap dialog.

Select from either method to add servers to the boot file.

Adding login servers using the configuration wizard

To add and configure the first Citrix Provisioning server as the TFTP and login server using the Config‑
uration Wizard:

1. Run the ConfigurationWizard andwhenpresentedwith the TFTP option and bootstrap location
dialog, select theUse the Provisioning Server TFTP Service option.

2. Enter or browse for the bootstrap file location, then click Next. The default location is:
C:\Documents and Settings\All Users\Application Data\Citrix\Provisioning Services\Tftpboot

Note:

If a previous version of the Citrix Provisioning server component was installed on
this server, change the default location from C:\Program Files\Citrix\Provisioning
Server\TFTPBootorC:\DocumentsandSettings\AllUsers\ApplicationData\Citrix\Provisioning
Server\TFTPboot to: C:\DocumentsandSettings\AllUsers\ApplicationData\Citrix\Provisioning
Services\TFTPboot. If the default is not changed, the bootstrap file cannot be configured
from the Console and target devices fail to boot. The Missing TFTP errormessage appears.

3. In the servers boot list, click Add to addmore login servers to the list. Use theMove up orMove
down buttons to change the server boot preference order.

Note:

In an high availability implementation, at least two servers must be selected as boot
servers.

4. To set advanced configuration settings, highlight the IP address of the server, click Advanced,
then configure the bootstrap file. For field definitions, see
Provisioning server properties.

5. ClickOK, then clickNext.

6. Review theconfiguration settings, thenclickFinish to confirmconfiguration settingsand restart
network services on this server. As configuration settings are saved, they display in the progress
dialog.
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7. To exit the Configuration Wizard, click Done.

Adding login servers using the console

To add and configure more Citrix Provisioning servers as login servers:

1. In the console, right‑click on a server representing a login server, then select the Configure
Bootstrapmenu option. The Configure Bootstrap dialog appears.

Note:

Clicking Read DB populates the table with login servers that exist. When the Stream Ser‑
vice starts, it creates a record in the database with its own IP address. There is only one
StreamServiceoption recordperdatabase. If the service is bound tomultiple IP addresses,
multiple records appear in the database. The Read DB function chooses only one IP ad‑
dress from each Citrix Provisioning server. This function can also be used to populate the
boot file with the Stream Service IP settings already configured in the database.

2. Click Add. A new login server is added to the bootstrap file. The Streaming Server dialog ap‑
pears.

3. Type the IP address and port number of this server in the appropriate text boxes.

4. Select to either use subnet mask and gateway settings using DHCP/BOOTP, or type in the set‑
tings to use, then clickOK. The Citrix Provisioning server information displays in the list of avail‑
able login servers.

5. To configure advanced bootstrap settings, on the Options tab, choose from the following set‑
tings:

• Select Verbose Mode if you want to monitor the boot process on the target device (op‑
tional). Verbose mode enables systemmessaging on the target device.

• Select Interrupt Safe Mode if the target device hangs early in the boot process.
• Select the Advanced Memory Support check box. Do not use this option for older ver‑
sions without PXE enabled.

6. Select from the followingNetwork Recovery Methods:

• Restore Network Connections ‑ Selecting this option results in the target device attempt‑
ing, indefinitely, to restore its connection to the server.

Note:

Because the Seconds field does not apply, it becomes inactive when the Restore
Network Connections option is selected.
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• Reboot to Hard Drive. Selecting this option instructs the target device to perform a hard‑
ware reset to force a reboot after failing to re‑establish communications for a defined num‑
ber of seconds. Determine the number of seconds towait before rebooting. Assuming the
network connection cannot be established, PXE fails, and the system reboots to the local
hard drive. The default number of seconds is 50.

7. Under Timeouts, scroll for the Login Polling Timeout, in milliseconds, between retries when
polling for Citrix Provisioning servers.

8. Under Timeouts, scroll for the Login General Timeout, inmilliseconds, for all login associated
packets, except the initial login polling time‑out.

9. ClickOK to save your changes.

Troubleshooting

September 7, 2025

Use the information in this section to troubleshoot Citrix Provisioning™ components:

• Logging
• Auditing
• APIs
• CIS Problem Reporting

Logging

September 7, 2025

Citrix Provisioning™ uses diagnostic tools for troubleshooting and managing a provisioning farm.
These tools allow you to report a problem or use SQL Server Always On Tracing (AOT).

Report a problem

Use Citrix Insight Services (CIS) problem reporting to directly report problems you encounter to Citrix
Support. CIS is a platform for instrumentation, telemetry, and business insight generation. For more
information, see CIS Problem Reporting.
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Tip:

For details and the latest information about CIS and how it works, see the CIS website. Citrix
account credentials are required to log in.

Always on Tracing

Citrix Provisioning Always on Tracing (AOT) functionality allows you to store AOT logs directly to the
disk. You do not need to enable the feature because this feature is enabled by Citrix Provisioning and
is continuously running. If there is an issue, collect the problem report that has the logs from the time
when the problem occurred.

Auditing

September 7, 2025

Citrix Provisioning™ provides an auditing tool that records configuration actions on components
within the provisioning farm. The auditing tool saves this information to the provisioning database.
It provides administrators with a way to troubleshoot and monitor recent changes impacting system
performance and behavior.

Administrator privileges determine viewable audit information and visible menu options. For exam‑
ple, a farm administrator views audit informationwithin the farm. This functionality is unlike a device
administrator who only views audit information for those device collections for which they have priv‑
ileges.

Note:

Auditing is off by default. If the Citrix Provisioning database is unavailable, no actions are
recorded.

To enable auditing

1. In theCitrixProvisioningconsole tree, right‑clickon the farm, thenselect theFarmProperties
menu option.

2. On theOptions tab, under Auditing, check the Enable auditing check box.

The following managed objects within a Citrix Provisioning implementation are audited:

• Farm
• Site
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• Provisioning servers
• Collection
• Device
• Store
• vDisks

Recorded tasks include:

• Citrix Provisioning console
• MCLI
• SOAP Server
• PowerShell

Accessing auditing information

Auditing information is accessed using the provisioning console. You can also access auditing infor‑
mation using programmer utilities included with the product installation software:

• MCLI programmer utility
• PowerShell programmer utility
• SOAP Server programmer utility

In the console, a farm administrator can right‑click on a parent or child node in the console tree to
access the audit information. The audit information that other administrators can access depends on
the role they were assigned.

To access auditing information from the Citrix Provisioning console

1. In the Citrix Provisioning console, right‑click on a managed object, then select the Audit Trail
menu option. The Audit Trail dialog displays or a message appears indicating that no audit
information is available for the selected object.

2. Under Filter Results, select from the filter options, which enable you to filter the audit informa‑
tion based on, for example, user.

3. ClickSearch. The resultingaudit informationdisplays in theaudit table. Columns canbe sorted
in ascending and descending order by clicking the Column heading:

• Action list number: Based on the filter criteria selected, the order the actions took place.
• Date/Time: Lists all audit actions that occurred within the Start date and End date filter
criteria.

• Action: Identifies the name of the Citrix Provisioning action taken.
• Type: Identifies the type of action taken. This action is based on the type of managed
object for which the action was taken.
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• Name: Identifies the name of the object within that object’s type, for which the action
was taken.

• User: Identifies the user’s name that performed the action.
• Domain: Identifies the domain in which this user is a member.
• Path: Identifies the parent of the managed object. For example, a device has a site and
collection as parents.

4. To viewmore details for a particular action, highlight that action’s row within the results table,
then click one of the option buttons that follow:

• Secondary: Any secondary objects that this action affected. This option opens the Sec‑
ondary dialog, which includes the type, name, and path information. This dialog allows
you to view secondary object actions such as parameters, sub actions, and changes.

• Parameters: Any other information used to process the action. This option opens thePa‑
rameters dialog. It includes the parameter name, representing the object, and the value.

• SubActions: Extraactions thatwereperformedtocomplete this action. Thisoptionopens
the Sub Actions dialog, which includes action, type, name, and path information.

• Changes: Any new or changed values (such as ‘Description’) associated with the object
(such as a target device). This option opens the Changes dialog, which includes the name
and new information.

Archiving the audit trail information

The farm administrator determines how long to make the audit trail information accessible before it
is archived.

To configure the audit trail archiving

1. In the console, right‑click on the farm, then select Archive Audit Trail. The Archive Audit Trail
dialog appears.

2. Browse to the saved locationwhere audit trail information resides (XML file). The Select File to
Archive Audit Trail To dialog opens.

3. Select the location, then type the name of the new file in the File name text box.
4. Open the calendar from the End datemenu, then select the date on which the audit trail infor‑

mation is archived. The default is the current date.
5. To removeall audit information, select theRemove informationarchived fromtheAuditTrail

check box. Once the information is removed, it can no longer be accessed directly from Citrix
Provisioning. It exists in the XML file.

6. ClickOK.
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APIs

September 13, 2025

Citrix Provisioning APIs are available on the Citrix Developer Documentation site:

• SOAP Server Programmer’s Guide
• PowerShell with Object Programmer’s Guide

PowerShell SDK files after upgrading

Files located in C:\Program Files\Citrix\PowerShell SDK are missing after upgrading.
This issue occurs because the CDF version used by Citrix Provisioning does not match the version
used by other components associated with Citrix Virtual Apps and Desktops. As a result, newer CDF
files have a lower version number than previous ones. This issue does not affect the functionality of
importing CPV device collections into CVADmachine catalogs. To resolve this issue:

1. Close Citrix Studio.
2. Mount the new Citrix Virtual Apps and Desktops™ ISO.
3. In the mounted ISO, navigate to \x64\DesktopStudio.
4. Right‑click PVS PowerShell SDK x64 to expose a contextual menu.
5. Select Repair.
6. Run the Repair option. The installation adds the two CDF files as needed.

Active Directory group enumerationmethod

TheCitrixProvisioning™console contains theCitrix VirtualAppsandDesktopsSetupWizard, providing
integration tasks between Citrix Provisioning, Citrix Virtual Apps and Desktops and Windows Active
Directory. The Wizard creates the VMs and any necessary objects in Citrix Provisioning, Citrix Virtual
Apps and Desktops and Windows Active Directory.

Note:

This implementation was limited in earlier releases due to the absence of an exposed API. With‑
out it, Citrix Provisioning users cannot execute various automated testing paradigms in their en‑
vironments.

Citrix Virtual Apps and Desktops and Streamed VM Wizard functionality are exposed by a service on
the Provisioning Server through a PowerShell API. This API provides a PowerShell front end. It can be
used to automate the functionality provided by the Streamed VM Setup Wizard and the Citrix Virtual
Apps and Desktops Setup Wizard.
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Tip:

The Citrix Provisioning API service uses an SSL connection which requires you to configure an
X.509 certificate on the Provisioning Server.

Configure the X.509 certificate

The Citrix Provisioning API service uses an SSL connection requiring an X.509 certificate on the pro‑
visioning server. The certificate’s CA certificate must also be present on the server and console ma‑
chine.

To create a self‑signed certificate for Citrix Provisioning API:

1. Download and install the Windows SDK for your provisioning server operating system.
2. Open a command prompt and navigate to the bin folder of the SDK. By default: C:\Program

Files (x86)\Windows Kits\SDK_Version\bin\x64> and execute the following
commands.

3. Create a certificate to act as your root certificate authority: makecert -n "CN= PVSRoot
CA"-r -sv PVSRoot CA.pvk PVSRoot CA.cer.

4. Create and install the service certificate: makecert -sk PVSAP I -iv PVSRoot
CA.pvk -n "CN= FQDN of the PVS Server"-ic PVSRoot CA.cer -sr

localmachine -ss my -sky exchange -pe.
5. Install the root CA certificate in theTrusted Root Certification Authorities loca‑

tion on the server and console Machines: cert mgr -add "PVSRoot CA.cer"-s -r
localMachine Root.

6. Run the Configuration Wizard. On the Soap SSL Configuration page, select the created certifi‑
cate.

Note:

When you run PowerShell commands, use the FQDN of the PVS Server forPvsServerAddress
and 54324 (default) for PvsServerPort.

Use the Citrix Provisioning API

After installing the latest Citrix Provisioning server:

1. Run the configuration wizard.
2. Open the Serviceswindowon the provisioning server and verify that the Citrix Provisioning API

is installed and configured to run as an administrator:
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Tip:

The Citrix Provisioning API service uses an SSL connection which requires you to configure an
X.509 certificate on the provisioning server.

1. Open a PowerShellwindow on your provisioning server:

a. Import-Module "C:\Program Files\Citrix\Provisioning Services\Citrix
.ProvisioningServices.dll".

b. Get-Command-Module.

The following image illustrates command options:

c. Ping the Citrix Provisioning API service: Get‑PvsApiServiceStatus ‑PvsServerAddress FQDN of
PVS Server ‑PvsServerPort Port PVS API is configured to listen on

Tip:

The provisioning server port number is the one used for SOAP server communication.

d. Log in to the Citrix Provisioning API (use either of the following commands):

Use Domain/Username/Password parameters:

Get-PvsConnection -PvsServerAddressFQDNofPVSServer-PvsServerPortSOAPPort
+1 PVS API is configured to listen on -Domain PVS Admin Domain -Username PVS Admin user name
-Password PVS Admin password

Use Pass‑in PSCredential object:

Get-PvsConnection -PvsServerAddress Address of PVS Server PvsServerPort-
Credentials PSCredential Object returned by Get‑Credential

The following cmdlets are included with the Citrix Provisioning API implementation:

• Get‑PvsApiServiceStatus. Pings the service to determine whether the service is up and run‑
ning at a particular address/port.

• Get‑PvsConnection. Log into the Citrix Provisioning API.
• Clear‑PvsConnection. Logout of Citrix Provisioning API. This cmdlet adds the Auth Token to
the blacklist.

• Start‑PvsProvisionXdMachines. Used for Citrix Virtual Apps and Desktops Setup Wizard au‑
tomation.

• Start‑PvsProvisionMachines. Used for Streaming VM Setup Wizard automation.
• Get‑PvsProvisioningStatus. Uses the ID returned from either of the previous two commands
to get the status of the current provisioning session.

• Stop‑PvsProvisionMachines. Uses the ID returned from either of the previous two commands
to cancel the current provisioning session.
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You can access examples for these PowerShell cmdlets using Get-Help CommandName –
Examples:

Tip:

Do not use the other PowerShell commands because they are all part of the Database Access
layer.

When connecting to the API using the Set -PvsConnection PowerShell command, a connection
object is returned,
resembling:

Within Citrix Provisioning, the user access controlmethod is basedon the user’s ActiveDirectory login
credentials and the administrative group configuration. As a result of this method, AD group enumer‑
ation repeatedly triggers events associated with Configuration Wizard and Console operations. In
complex AD environments where spurious logins can occur, the system can become sluggish, with
slow responses resulting in connection timeouts to the Citrix Provisioning console. This functionality
resolves such issues by improving the method responsible for AD group enumeration.

Before this functionality, AD group enumeration occurred by scanningmemberships associated with
the user’s login in its domain and the entirety of the trusted domains. This process continues until all
the user’s group memberships are determined, or if there are no additional domains to search. The
identified groups are compared to the administrative groups defined in the database to determine
the user’s access rights.

With this functionality, AD group enumeration is enhanced to intelligently search preferred domains
for a user’s login memberships. This approach is different than searching the entirety of groups over
all domains. The administrative group name associated with the user’s login credential is used to
provide the preferred domain list. The user’s domain list is searched first, followed by the preferred
list. During this search, if a farm’s administrative group is discovered, the search halts because the
user already has full access rights to the Citrix Provisioning farm. This search paradigm also includes
a mechanism that uses the domain
security ID to verify if the domain contains the intended groups. This modified searching approach
of domains for a user’s loginmembership addresses the needs ofmost AD environments, resulting in
faster Configuration Wizard and provisioning console operations.

Use BDM PowerShell

1. Open a PowerShell window on your provisioning server and run installutil.exe tomake
the BDM PowerShell commands available.

1 PS C:\Users\Administrator.MCU> c:\Windows\Microsoft.NET\
Framework64\v4.0.30319\installutil.exe 'C:\Program Files\Citrix
\Provisioning Services\BdmPowerShellSdk.dll'
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2. Run the following to get help on running the commands to create a boot device manager.

1 PS C:\Users\Administrator.MCU> get-help -examples New-
BootDeviceManager

CIS Problem Reporting

September 7, 2025

Citrix Provisioning allows you to report problems you encounter while using the software directly to
Citrix Support. The support team uses the information to troubleshoot and diagnose the problem to
improve Citrix Provisioning. This feature, alongwith the Customer Experience Improvement Program
(CEIP), is used by Citrix to continually improve the software.

Note:

Participation inprograms thathelp improveCitrix Provisioning™ is voluntary. Problemreporting,
along with CEIP, are enabled by default. Use the information in this article to configure and use
problem reporting.

How problem reporting works

Problem reporting works by sharing diagnostic information resulting from an event within Citrix Pro‑
visioning. It can be performed for a specific Citrix Provisioning server, or for a site:

• If you have an environment with multiple provisioning servers, each has had a different SOAP
Service user. In such environments, the SOAP Service user must have read\write permissions
to the network share when generating the diagnostic bundle.

• If you are reporting a problem for a specific provisioning server, only that server generates a
diagnostic bundle that captures the event.

• If you are reporting a problem for a site, each provisioning server in the site generates a diag‑
nostic bundle.

• Upload the diagnostic bundle directly to Citrix®, or save it to a shared network drive andmanu‑
ally upload it later.

Note:

The diagnostic bundle is manually uploaded to the Citrix CIS website. Log in to this site using
your Citrix credentials.
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Using a token for the secure communication

When using problem reporting, a token is generated to associate the diagnostic bundle with your
My Citrix account login credentials. Once the token is associated with your My Citrix credentials, it’s
stored in the database for future problem reporting. This process eliminates the need to store your
login credentials.

Note:

If you are using Problem Reporting for the first time and have not yet configured a login token,
youareprompted to enter yourMyCitrix login credentials. Once youenter your login credentials,
the token is generated in the database.

Configure the problem reporting feature

In the Citrix Provisioning ConfigurationWizard screen:

1. Enter your Citrix user name and password.
2. Confirm the password.
3. ClickNext.

Tip:

If youdon’t havea secure token toauthenticateyour logincredentials, theProblemReportCon‑
figuration screen indicates that The token required to submit problem reports is empty. Please
reconfigure. The tokencanbegeneratedbyentering your credentials hereor later using theCitrix
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Provisioning console.

The password and user name you specify are not saved. The token that is generated is used to asso‑
ciate your diagnostics bundle with your My Citrix account.

Report a problem

To report a problem youmust first specify the options to use. You can either upload a bundle of diag‑
nostic information using your Citrix user name, or you can generate diagnostic information locally to
a ZIP file. Select an empty folder on a shared network drive accessible to all servers included in this
problem report.

To report a problem

1. In the Citrix Provisioning console, expand the Sites node to display the server on which you
want to report a problem.

2. Select the server, and right‑click to display a context menu.

3. Click the Report a problem option.

4. In the Problem Report screen, select how to generate the diagnostic information:

• Upload Diagnostics –Use the generated token to upload a diagnostic bundle (a ZIP file
containing numerous files related to the problem).

• GenerateDiagnostics –Select anempty folderonasharednetworkdrive that is accessible
to the servers you have selected.
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5. ClickNext.

Note:

Each server in the selected site uploads or generates its own diagnostic bundle.

The token is only required for anautomaticupload. If youaregenerating thebundle locally,
the token is not required.

6. After selecting the method to report a problem, you can specify information to help describe
the issue. In the Specify Problem Details screen:

a. Enter a brief description that summarizes the problem. Once you enter the information for
this mandatory field the remaining fields become editable.

b. Optionally enter a support case number.

c. Select the date when the problem occurred.

d. Enter an approximate time when the problem occurred.

e. Enter a description that characterizes the problem.

7. Click Finish.
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Tip:

After finishing thediagnostic report, the bundle is createdon the server anduploaded. You
can view the status of the most recent problem report from Server>Property>Problem
Report.

After clicking Finish, the problem reporting function reports the issue for either a single server, or
for each server in an entire site. Each server generates the problem report as a background task and
uploads it to the CIS server. Or, alternately, saves the file to a shared network drive.

The Status field displays information about the state of the reporting mechanism. Once the process
starts, use theDonebutton todismiss thedialog toallow theprocess to continue in thebackground:
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If you choose not to dismiss the dialog, the process continues in the foreground. Once completed, the
Problem Report screen provides additional information Check each Server’s Properties for results.
With this message, each server has completed the problem report generation process and saves the
results.
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Once the problem report is generated, you can view the results in the Properties screen. To view the
report, select Server>Properties.
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The Problem Report tab displays:

• Most recent problem report. This field displays the date and time of themost recent problem
report attempt.

• Summary. This field describes the problem. The information is generated from themandatory
summary field specified when the administrator first created the report.

• Status. Describes the status of the most recent report. It indicates:

– Success or failure
– Whether the report was uploaded or saved to a shared network drive. If the report was
saved to a drive, the full path where the file is located is displayed.
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